Optimization of reproductive effort and foraging time in mammals: the influence of resource level and predation risk
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Summary

The trade-off between fitness benefits from foraging and associated costs in terms of predation risk is analysed by a simple model which takes into account the differential predation risk for reproducing and non-reproducing individuals. The currency that animals are assumed to maximize is their expected absolute fitness (probability of survival plus half of the expected litter size) after a potential reproductive period. Depending on resource levels and predation risk, this maximization can be achieved by (1) opting for individual survival and behaving as a strict time minimizer, (2) by reproducing at the maximal rate and behaving as a strict energy maximizer or (3) by submaximal reproductive effort and a behaviour intermediate between time minimization and energy maximization. Small changes in the availability of food or cover or in the density of predators can shift the optimum from one strategy to another. The shift is particularly abrupt, if predation pressure increases and the availability of resources remains high. This could explain the spatial and temporal variation in the reproductive effort and body weight observed in boreal small mammals with sustained, multiannual population fluctuations.
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Introduction

Birds and mammals living at middle and high latitudes tend to have a clear dichotomy between reproductive and non-reproductive seasons. Normally, reproduction takes place only in summer, when resources are plentiful and physical conditions are favourable. There are, however, some notable exceptions. Winter reproduction is common in arctic and alpine lemmings (\textit{Lemmus} spp., \textit{Dicrostonyx} spp.) and root voles (\textit{Microtus oeconomus}) (Tast and Kaikusalo, 1976; Kaikusalo and Tast, 1984; Tast, 1984) and sometimes suffices to generate spectacular numerical increases and reproduction normally only ceases for short periods in the spring and the fall (Fuller \textit{et al.}, 1977; Batzli \textit{et al.}, 1980; Černjavskij and Tkačev, 1982; Oksanen and Oksanen, 1992; Framstad \textit{et al.}, 1993). Boreal small mammals with sustained, periodic density fluctuations (Hansson and Henttonen, 1985; Oksanen, 1990; Hanski \textit{et al.}, 1993) behave still more enigmatically. Body weights are high and winter reproduction is common during population rises (Krebs and Myers, 1974; Tast and Kaikusalo, 1976; Hansson, 1984a; Mihok, 1984; Tast, 1984; Taitt and Krebs, 1985), whereas population declines are characterized by low body weights and compressed breeding season (Hansson, 1984b, 1987, 1988, 1989).

Krebs and Myers (1974) connected this syndrome to genetic changes in microtine populations, whereas North European ecologists have normally regarded it as a consequence of variation in the availability of adequate food due to fluctuations in the production of high-quality plant organs.
(Tast and Kalela, 1971), immediate (Hansson, 1987) and time-delayed (Hansson, 1988, 1989) impacts of forage depletion (starving mothers giving rise to small young with low reproductive potential) or induced plant defences (Seldal et al., 1994).

The nutritional status of an organism also depends on its foraging effort, which is sensitive to predation risk and other costs of foraging (Abrams, 1982, 1984, 1991; Sih, 1982, 1984; Lucas, 1983; Lima, 1985; Lima et al., 1985; Mangel and Clark, 1986; Brown, 1988, 1992; Abrahams and Dill, 1989; Magnhagen, 1990; Brown et al., 1992), although detailed theoretical and empirical studies on wintering birds indicate that animals should normally compensate for food stress by accepting a higher predation risk rather than vice versa (McNamara and Houston, 1986, 1987, 1992; Ekman, 1987). However, these studies do not address the broader question of under what conditions should the animals reproduce and when should they ‘winter’ (i.e. refrain from reproduction and maximize chances for individual survival), which is the scope of our analysis.

The essence of our approach is captured by the Russian proverb ‘you cannot be a little bit of pregnant’. A female must either start reproducing and take the risks imposed by the accompanying physiological and behavioural changes (Cushing, 1985) or she must accept that the best imaginable outcome of her feeding effort is individual survival. This trade-off can be analysed in a simple and tractable way by assuming that all animals are equally good carriers of their genes. Then, we can operationally define the fitness of a female as her genetic representation in the population after one potential reproductive period (the time needed from conception to weaning). The impact of age-specific changes in reproductive potential and residual reproductive value will be discussed in the subsequent section of the paper.

The model

Let $T_{\text{max}}$ be the maximum foraging time during a potential reproductive period, allowed by environmental and physiological constraints and let $T$ be the time actually spent foraging. When foraging, non-reproducing females are assumed to face a predation risk $\mu_n$, while the corresponding risk for reproducing females is $\mu_r$. Since reproducing females are more vulnerable than non-reproducing ones (see above), we assume that $\mu_n < \mu_r$. For small mammals hiding in burrows, it is reasonable to assume that the predation risk for resting females is small and varies little between reproductive and non-reproductive females. (Predators have difficulty in locating and entering the burrows, but if they do, the chances of escape for the prey are small.) We thus assume that the risk of being captured while resting is $\varepsilon$ for both reproductive and non-reproductive females. Consequently, the likelihood of a non-reproducing female escaping predation during a potential reproductive period ($E_n(T)$) is obtained from

$$E_n(T) = e^{-\mu_n T}e^{-\varepsilon (T_{\text{max}} - T)} = e^{-T(\mu_n - \varepsilon) - \varepsilon T_{\text{max}}}. \tag{1}$$

The corresponding risk for reproducing females is obtained from

$$E_r(T) = e^{-\mu_r T}e^{-\varepsilon (T_{\text{max}} - T)} = e^{-T(\mu_r - \varepsilon) - \varepsilon T_{\text{max}}}. \tag{2}$$

In the context of animals with relatively safe resting places, it is practical to work on the additional risk of predation due to foraging. We thus let $\mu_n - \varepsilon$ be equal to $\beta_n$, $\mu_r - \varepsilon$ be equal to $\beta_r$, and $e^{-\varepsilon T_{\text{max}}}$ be equal to $m$. Equations 1 and 2 can now be simplified to

$$E_n(T) = me^{-\beta_n T} \tag{3}$$

and

$$E_r(T) = me^{-\beta_r T} \tag{4}$$
where $m$ is the per time unit probability of escaping predation while resting, $\beta_r$ is the additional predation risk while foraging for reproductive females and $\beta_n$ is the corresponding additional risk for non-reproducing ones. We assume that $\beta_r$ and $\beta_n$ are directly proportional to predator density and decreasing functions of the availability of cover. The parameter $m$ depends on predator density as well and on the safety of resting places. $E(T)$ takes the value 1 when predators are absent and asymptotically approaches zero with increasing predator density and time spent foraging.

Next, we define $G(T)$ as the likelihood of survival plus the expected fitness increment due to reproduction of a female using $T$ time units for foraging, provided that she manages to escape predators. The best outcome that a non-reproducing female can expect is individual survival. Thus, for non-reproducing females, $G_n(T)$ asymptotically approaches 1 when $T$ increases (McNamara and Houston, 1987). Logically, there must be some minimum amount of food that a non-reproductive female must obtain in order to have any chances of survival. A simple function fulfilling the above criteria is represented by

$$G_n(T) = 1 - (1 + \eta_n)e^{-\theta T}$$

(5)

where the parameter $\eta_n$ reflects the energy needs of non-reproducing females and $\theta$ is the net rate at which they convert foraging time into resources for maintenance.

A reproducing female finds herself in a basically similar situation. She has to obtain a minimum amount of food in order to stand a chance of survival. Moreover, her potential to convert additional food to fitness is bounded by her physiological capacity to produce offspring. Thus, the maximum value for $G_r(T)$ for a reproducing female is $1 + 0.5r$, where $r$ is the female’s reproductive capacity. (Multiplication by 0.5 accounts for the cost of meiosis.) We denote this maximum value as $y$. A further constraint for the $G_r(T)$ function is that the amount of food required for individual survival is independent of reproductive capacity. A function with these properties is represented by

$$G_r(T) = y(1 - (1 + \eta_r)e^{-\rho T})$$

(6)

where $\eta_r$ reflects the energy needs of reproducing females and $\rho$ represents the rate at which the fitness approaches its maximum value with increasing foraging time.

The physiological and behavioural changes accompanying reproduction are likely to be detrimental to the ability of the female to survive at low resource levels and to accumulate resources for individual survival. It is thus reasonable to assume that $\eta_n < \eta_r$ and $\theta > \rho$. If the adverse effects of attempted reproduction on survival are small, function $G_n(T)$ can be approximated by truncating function $G_r(T)$ (i.e. by assuming that $G_n(T) = Gr(T)$, if $G_r(T) < 1$ and $G_n(T) = 1$, if $G_r(T) > 1$). For the sake of clarity, we will use this approximation in our figures.

McNamara and Houston (1987) computed the total risk of mortality for a non-reproducing animal by adding the risks of predation and starvation. As they noted themselves, this approach is always at least slightly flawed, because a given animal can only die once. We have thus chosen the multiplicative approach, advocated in model IV of Brown (1992), where the expected absolute fitness ($W(T)$) is the product of the chances of escaping predation ($E(T)$) and the expected fitness of the female, provided that she escapes predation ($G(T)$). This product increases as long as $G'(T)/G(T) > -E'(T)/E(T)$. The local optima for foraging time must thus fulfil

$$G'(T)/G(T) = -E'(T)/E(T)$$

(7)

Equation 7 can be contrasted with the result of McNamara and Houston (1987) that the
optimum is found by setting \( G'(T) = -E'(T) \). (Only the derivatives count in their model.) The division of derivatives by function values has little impact on the optimal foraging time for wintering animals with high survival rates, because then \( G_n(T) \approx E_n(T) \approx 1 \). However, the impact can be more substantial, if chances of survival are low or if the females are reproducing.

After differentiating Equations 3 and 4, we immediately see that Equation 7 can be rewritten:

\[
-\frac{E'(T)}{E(T)} = \beta
\]

which means that, at optimum, the ratio \( G'(T)/G(T) \) has to be equal to the additional risk of predation. By substituting this into Equation 5, we obtain the optimum foraging time for non-reproducing females \((T^*_n)\) as

\[
T^*_n = \left(\frac{1}{\theta}\right) \log \left(\frac{(\theta + \beta_n) (1 + \eta_n)}{\beta_n}\right)
\]

The corresponding substitution into Equation 6 yields

\[
T^*_r = \left(\frac{1}{\rho}\right) \log \left(\frac{(\rho + \beta_r) (1 + \eta_r)}{\beta_r}\right)
\]

In both cases, the optimum foraging time has a strong, negative relation to the parameters \( \theta \) (in Equation 8) and \( \rho \) (in Equation 9), which determine how quickly the reward of foraging approaches its maximum value (\( 1 \) in Equation 8, \( y \) in Equation 9). Recall that \( \theta \gg \rho \), because it is much easier to satisfy individual energy needs than to get enough food for reproduction at maximum rate. Thus, \( T^*_n \) lies much closer to the origin than \( T^*_r \). The distance between the two optima along the \( T \) axis has interesting consequences for the relation between the global optimum and parameter values. These consequences can be illustrated by studying the limiting case, where the two local optima are equally high, i.e. the female will have the same expected fitness regardless of whether she chooses to reproduce or not (Fig. 1). If she decides to reproduce, she will spend more time foraging and have a lower probability of survival from predation. On balance, she also has prospects of a substantial fitness reward from producing offspring. If, instead, the female chooses not to reproduce and applies a foraging strategy optimal for this choice, she will forage so much that she is at low risk of starving to death. A foraging strategy giving a zero risk of starvation would be suboptimal, as a small reduction of foraging time would then provide a cost-free way to reduce predation risk. Accumulation of body reserves would be even more suboptimal, unless such reserves are needed as safeguards against environmental stochasticity (see Ekman, 1987).

Now imagine that the local optimum for a reproducing female is slightly higher than the local optimum for a non-reproducing one. In such a situation, a minute decrease in food availability (determining the parameters \( \theta, \rho \) and \( \eta \) in the \( G(T) \) functions) would make it advantageous to refrain from reproduction. A slight reduction in cover or increase in density or activity of predators (determining the parameter \( \beta \) in the \( E(T) \) functions) would have the same effect. The model thus predicts that a tiny change in any environmental factor related to food availability or predation risk may result in rapid and profound changes in the reproductive and physiological status of individuals.

The interaction between changing resource availability and predation risk can be studied by means of numerical simulations. Results of such simulations are presented in Fig. 2. Figure 2(a) illustrates a situation with a low resource density and low predation risk. A female facing this situation has to work long days just obtaining enough food for individual survival. Provided that she can obtain some energy surplus with an all-out foraging effort, the model predicts that she should nevertheless reproduce, albeit at a relatively low rate. Her optimal foraging strategy
Figure 1. The relation between expected absolute fitness and time spent foraging. (a) Fitness is the product of two components: the contribution of food (energy), $G$ and the probability of escaping predation, $E$. $E_n$ represents the survival function for non-reproducing females and $E_r$ represent the survival function for reproductive ones. For technical reasons, we have only depicted the $G$ function for reproductive females ($G_r$); the $G$ function for non-reproductive females ($G_n$) can be approximated by combining the $G$ function and the line $G = 1$. (b) The resulting fitness functions for reproducing, $W_r$, and non-reproducing, $W_n$. The situation given in (a) results in $W_r$ and $W_n$ functions with equal maximum height (i.e. equal fitness) but the peak of the $W_r$ function lies further to the right. The optimal foraging times for reproductive and non-reproductive females are denoted as $T_r^*$ and $T_n^*$, respectively.

would be strict energy maximization. Figure 2(b) represents a situation, where the resource availability is as low as in Fig. 2(a) but the predation risk is high. Now an optimally behaving female should refrain from reproduction and behave as a strict time minimizer. In Fig. 2(c), a high resource availability is combined with a low risk of predation. Under such circumstances, the optimum strategy of a female is to reproduce at a rate which is somewhat below her maximum capacity. Her optimal foraging strategy should be intermediate between energy maximization and time minimization, due to diminishing returns of higher foraging effort. Figure 2(d) represents a situation where food availability is as good as in Fig. 2(c) but the predation risk is high. In this situation, an optimally behaving female should refrain from reproduction and act as a strict time minimizer.

In order to visualize changes between the different situations illustrated in Fig. 2, it is useful to recollect that in Equation 10, the risk parameter lies in the term log $((\rho + \beta_r)/\beta_r)$. If $\rho$ is relatively small (i.e. food availability is low), the term within the logarithm is close to 1, i.e. it lies in the range where logarithmic functions are quite sensitive to changes in the value of the argument. The impact of decreasing resource availability on optimal foraging time and reproductive strategy is thus predicted to be gradual. Females react first by reducing their foraging effort and by cutting down on litter size. The shift from reproduction to wintering is only the final step in this gradual adjustment. Conversely, when $\rho$ is large (i.e. food is freely available), the term within the logarithm will lie outside this ‘window of sensitivity’ and changes in predation risk have little
Figure 2. Four different combinations of resource density and predation risk with the optimal time spent foraging ($T^*$) indicated on the x-axis. (a) Low resource density and low predation risk, resulting in reproduction being superior to non-reproduction and $T^* = T_{max}$ (energy maximization). (b) Low resource density and high predation risk, favouring wintering (non-reproduction) and strict time minimization.
(c) High resource density and low predation risk, favouring reproduction and a foraging strategy intermediate between energy maximization and time minimization. (d) High resource density and high predation risk favouring wintering and strict time minimization.
impact on the optimal foraging time of reproducing females. The response to intensifying predation in a habitat with plentiful food should be much more sudden and dramatic – from nearly maximal reproduction to strict time minimization. Environmental predictability should make the change even more dramatic by eliminating the need for fat reserves and by allowing a relatively risk-free tightrope walk on the brink of starvation. Thus, a sudden and dramatic deterioration in the condition of females should be observed, if food is plentiful and freely accessible and if the individual energy needs are predictable.

Relaxing assumptions

The above analysis is based on the assumption of the equal value of all animals as carriers of their genes. The results are thus sensitive to age-specific differences in the ratio of the current reproductive potential to the residual reproductive value. Young animals with a low reproductive potential but a relatively high residual reproductive value should be more aware of their individual survival than predicted by our model, whereas old animals with a high reproductive potential as compared to their residual reproductive value should be motivated to prioritize reproduction (Stenseth and Framstad, 1980). Consequently, the first readily observable consequence of decreasing food availability or intensifying predation should be that recently weaned juveniles cease to mature. Conversely, old animals with near-zero residual reproductive value should keep on reproducing, no matter how unfavourable the environment has become, as proposed by Stenseth and Framstad (1980).

Another critical assumption looms in the parameter \( \beta \), which represents the additional predation risk due to foraging, i.e. the difference between the risk faced by foraging animals and resting ones. As pointed out by J. Brown (personal communication) the additional risk is influenced by the safety of the resting places. If their safety is low, e.g. due to a high abundance of snakes adapted to hunt in burrows, reproduction might be superior to wintering even under a relatively high predation risk.

Discussion

In temperate areas Fig 2(c) can be interpreted as summer, with plentiful food and cover, whereas winter conditions should lie somewhere between Fig 2(a) and 2(d) (lower resource availability and higher predation risk than in summer, due to poor cover and arrival of wintering raptors from higher latitudes, see Erlinge et al., 1983; Erlinge 1987). This is reflected in the prevalence of summer reproduction and strongly seasonal numerical dynamics in temperate and south boreal microtines (Zablockaja, 1957; Koškina and Korotkov, 1975; Ivanter, 1981; Erlinge et al., 1983; Hansson, 1984b, 1987; Hansson and Henttonen, 1985; Taitt and Krebs, 1985). Winter reproduction is normally connected to superabundance of food, due to masking of the key food plants (Secher Jensen, 1982). Changes in food availability and predation risk work in the same direction, yielding a rather trivial pattern of reproduction and wintering.

At higher latitudes and altitudes, winter is typically the season with the best cover and lowest predator numbers, whereas food availability in relation to energy needs varies from moderate to low, depending on the density of accessible forage and snow quality (best in shrubby boreal and subarctic – alpine habitats with fairly continuous subnival cavities and benign subnival temperatures, see Dahl, 1957; Eurola, 1974; Kaikusalo and Tast, 1984; worst in typical arctic tundra, characterized by tightly packed snow and frigid subnival temperatures, see Dingman et al., 1980). The production of small winter litters (Kaikusalo and Tast, 1984) can be thus interpreted as
corresponding to Fig 2(a). The environment is harsh, but not harsh enough to prevent reproduction altogether and predation pressure is low. Lemmings choose to reproduce (see Fuller et al., 1977; Batzli et al., 1980; Černjavskij and Tkacév, 1982; Framstad et al., 1993), because they have something to win and nothing to lose.

North European vole populations are characterized by fairly regular, multiannual fluctuations, which differ from the erratic boom-crash pattern of arctic-alpine lemmings and are normally referred to as cyclic, due to their fairly regular period and amplitude (Laine and Henttonen, 1983; Hansson and Henttonen, 1985; Hansson, 1987; Henttonen et al., 1987; Hörnfelt et al., 1989; Oksanen, 1990; Hanski et al., 1991; Oksanen and Oksanen, 1992; Hörnfelt, 1994), although in strictly mathematical terms, these fluctuations appear to be chaotic rather than cyclic (Turchin and Taylor, 1992; Hanski et al., 1993). The decline phase is characterized by the high numbers and activity of small mustelids (Fitzgerald, 1977; Viitala, 1977; Hansson, 1984c, 1987; Henttonen, 1985; Järvinen, 1985; Korpimäki et al., 1991; Oksanen et al., 1992) and the pattern of repeated density fluctuations has been interpreted as a predator-prey limit cycle (Oksanen, 1990; Hanski et al., 1991). A standard counterargument, most recently stated by Seldal et al. (1994), is that the predation hypothesis fails to account for the high body weights and frequent occurrence of winter breeding during population rises (Tast and Kaikusalo, 1976; Hansson, 1984a; Mihok, 1984; Taitt and Krebs, 1985) and for the low body mass, delayed sexual maturation and compressed breeding season during declines (Krebs and Myers, 1974; Hansson, 1984b, 1987, 1988, 1989). Our model demonstrates that adaptive responses to intensifying predation provide a potential explanation for this syndrome.

Adaptive responses to predation are not only a theoretical possibility. According to the experimental data of Ylönen, and his co-workers (Ylönen, 1989; Ronkainen and Ylönen, 1994; Ylönen and Ronkainen, 1994; Ylönen et al., 1994) individual voles stop reproducing, when exposed to the presence of a caged weasel. (Corresponding experiments have also been performed with other organisms; see Abrahams and Dill, 1989.) In the experiments of Heikkilä et al. (1993), the perceived predation risk delayed the rate of maturation of juvenile voles, especially in the case of bank voles (Clethrionomys glareolus) and red voles (Clethrionomys rutilus) taken from cyclic populations. Moreover, changes in reproductive effort in field populations appear to be better explained by the changing predation risk than by direct or time-delayed impacts of density (Norr Dahl, 1993; Korpimäki et al., 1994).

Adaptive changes in foraging time and reproductive effort may have counter-intuitive impacts on numerical predator-prey dynamics. It is conceivable that voles born in a peak population could saturate their predators and reduce predation pressure by quick maturation and copious reproduction. However, every optimally behaving female decides her reproductive effort on the basis of her own fitness prospects. If the current situation favours wintering, juveniles will remain immature and also adults may cease to reproduce. Consequently, adaptive changes in foraging and reproduction are likely to reduce vole peaks and contribute to the initiation of cyclic declines. Relaxation of predation pressure during rock-bottom phases of small mammal cycles should, in turn, favour quick maturation and high reproductive output. The behavioural changes due to reduced predation risk should immediately increase the encounter rates between predators and prey and thus boost the prospects of the few surviving predators. The predicted overall impact of adaptive responses of prey is thus to reduce the amplitude of the cycle. Adaptive changes in predator behaviour work in the same direction (Abrams, 1982; Oksanen et al., 1985; Jedrzejewska and Jedrzejewski, 1989; Oksanen, 1990; Fryxell and Lundberg, 1994). The idea of predator-prey cycles as a path to extinction (Gilpin, 1975) thus appears to be an unnecessarily pessimistic consequence of models based on stereotypic behaviour of predators and their prey.
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