THE SOCIAL ONTOLOGY OF LINGUISTIC MEANING
Esa ltkonen

1. Preliminary Remark

In my earlier writings, especially in ltkonen (197d (1983), | have tried to show
that the methodological self-understanding of gatiae linguistics suffers from
serious defects, and | have presented an ovenatlepdion of linguistics which is
meant to be free from those defects. In this papgmprimary purpose will be to
clarify the notion of (linguisticineaningas it is used in today's cognitive linguistics.
It will turn out that whatever is problematic inigmotion has been inherited from
generative linguistics. Thus, what | will have taysis, to a large extent, a
reformulation of my earlier position.

2. Some Historical Background

Theoretically minded linguists as well as phildsers of language have always
struggled with the question 'What is language?' fite# impulse is to say that
language consists of form and meaning in such atatyform is physical while
meaning is mental. This common-sense view cannaighé¢ however. First, form
too must be in some sense mental. Second, if mgasimental (in the sense of
‘individual-psychological’), the practice of wrigin dictionaries of particular
languages (which isot a practice of describing the minds of individuargons)
becomes incomprehensible; therefore meaning cdahtgast primarily) be mental,
but must rather be social. Third, and as a refimgroéthe first point, because form
and meaning are the two components of languagepaoause meaning is social,
form too has to be (primarily) social, rather thaantal. - It is the second point that
will be the focus of attention in what follows.

Frege's (1949 [1892]) definition of meaning serass convenient starting point,
not because it is particularly clear, but rathesduse it has been much discussed in
the philosophy of language:

"Both the referent and the meaning of a sign mestdistinguished from the
associated image. If the referent of the sign islagect of sense perception, my



image of the latter is an inner picture arisen frm@mories of sense impressions
and activities of mine, internal or external. .heTimage is subjective; the image
of one person is not that of another. ... The inthgeeby differs essentially from
the meaning of a sign, which latter may well be o@mn property of many and is
therefore not a part or mode of the single persamisd;..." (p. 87-88; the
terminology has been brought up to date).

It is not too difficult to see that Frege is trgito outline here aocial conception
of meaning; this is indicated by his character@atof meaning as non-subjective
and as "common property of many". In light of recefevelopments within
cognitive linguistics, it is moreover interestirgriote that, for Frege, mental images
result not just from sense impressions, but alsmfone's "external activities". - It
is true that Frege's philosophy of logic has Platoavertones (cf. Itkonen 1991
284); but in the paper cited here he is dealindp feanings of) natural-language
expressions.

It is quite informative to see how difficult it ®abeen for present-day
(psycho)linguists, of whatever persuasion, to ustded Frege's position. After
presenting the same passage by Frege as abovepadelbaird (1983: 183-184) qua
psychologist comments on it as follows:

"The doctrine that there israal sense [i.e. meaning] of a sign, distinct from any
individual's idea of it, which somehow society ibleato possess as public
property and to pass down to the next generatisnjkely to perplex any
psychologist. How can the sense of a sign be tbpepty of many and passed
from generation to generation without enteringrthied? And yet, if it does enter
the mind - and Frege and his successors certagdynaed that meanings did
enter the mind - then in what way is it differerdrh an idea?"

The questions that Johnson-Laird asks will be ansgvin the next section. To
anticipate: social (= 'objective’) and mental (gbjective’) do not exist side by side,
as it were; rather, the formerdsnstructecout of (an indefinite number of instances
of) the latter. This is how meanings both enter tieds and are different from
(subjective) ideas.

Johnson (1987: xxx-xxxi) presents the same padsadgeege, and comments on
it from the viewpoint of cognitive linguistics aslliows:



"Now, in order to capture this public and univérsation of meaning, Frege
thought it necessary to identify three ontologigatlistinct realms: (i) the
physical, consisting of physical objects ...; (e mental, containing what he
called 'ideas’, 'images’, and other mental reptasens; and (ii) a realm of
thought, consisting of objective senses ... Frégeight he needethis strange
third realm to insure the objectivity of meaning and the urse¢ character of
mathematics and logic. He rejected as 'subjectiaisy suggestion that all of
these 'objective’ entities might exist merely &t ttental level, which he regarded
as peculiar to individual minds ... Human cognitiand understanding are
bypassed as irrelevant to objective meaning relatiemphasis added).

Several things need to be corrected here. Figdinsbn criticizes Frege for
rejecting the view that objective entities mightsexmerely at the mental level; but
Frege is here obviously right: social (= objectia)d mental (= subjective) are
distinct levels. Second, if social is seen as beostructed out of mental (including
‘human cognition and understanding’), it is notredr to say that the latter is
'‘bypassed as irrelevant' to the former. The twojase situated at different levels.
Third, it is not clear that in Frege's thinkimyblic meanings (characteristic of
natural languages) anahiversalmeanings (characteristic of logic and mathematics)
are simply identical (cf. again Itkonen 1991: 28)urth, let us assume, for the sake
of argument, that Frege does identify 'objective’pablic’ with 'universal' (in the
sense of 'Platonist’). Such a view is, admittetyher obscure. It does not follow,
however, that we have tabandonany notion of a public linguistic level and to
accept only two levels, i.e. physical and mental JJahnson assumes. Rather, we
have toamendFrege's notion of a public linguistic level, naynbl redefining it as
a social level. This is, incidentally, something that Jatms(1987) too would
apparently like to do, as when he claims (p. 1@0p¢ ultimately dealing with
'public, shared meanings'. However, he has no gbnak apparatus that would
enable him to do so.

Jackendoff (1992: 26-27) considers the passadgerdye from the viewpoint of
generative linguistics. He is right to claim thatege's view of meanings as
objective, publicly available entities is in star@&nflict with the generative view of
meanings as mental representations. He is quitéakeis, however, in further
claiming that accepting the notion of public megsircommits one to regarding
language as being 'independent of language u$&rs'eccentric view is entailed by
construing Chomsky's E-language as an 'abstrafaicréxtrinsic to speakers'. Now,
assuming that any meaningful interpretation canatiached to the distinction



between E-language and I-language, it is cleartti@former stands for the social
and public language whereas the latter stands tfor(individual and mental)

internalization. How narrow the generative ontologslly is, becomes evident from
the fact that there is no room left for social ptr@ena: if an entity is neither
physical nor mental (i.e. internal to the indivitdaand), then it has to be something
artificial and separated from (i.e. 'extrinsic ta)man beings (cf. Itkonen 1995). It is
noteworthy that, in the passage cited above, Joh(l€@87) agrees with Jackendoff
on accepting only the two ontological levels of giogl and of mental.

To round off the picture, let us mention the sfaidt of Head-Driven Phrase
Structure Grammar, as represented by Pollard &($894). As they see it (p. 14),
the grammar of a particular language has to dest¢he knowledge shared by the
members of a given linguistic community. This viagrees with the one to be
developed in the following section. Pollard and Sadgd, however, that the
knowledge in question is about 'linguistic typesid they leave open the question
whether these types are of mental nature (as dleggaimed by Saussure and
Chomsky) or of extramental nature (as allegedlyineta by such 'realists' as
Bloomfield and Katz). They doubt that the questaout the ontology of language
is empirical in character.

Again, several things need to be corrected. EqgaBaussure's position with
Chomsky's is mistaken but comprehensible (cf. beloBy contrast, equating
Bloomfield's position with Katz's is not just miken but downright
incomprehensible. In his methodological statemeBtsomfield flirted with
physicalism and behaviorism, but in his descriptpractice he was content to
describe his own linguistic intuition (cf. Itkonet®78: 68-71; 1991: 304). Katz's
standpoint shares the weakness of all varietigdlatbnism, already pointed out by
Aristotle: it is a mystery how people living in g5gaand time can ever come to know
Platonist entities transcending space and time Itkbnen 1983a). Because the
ontological question is a philosophical one, ittiwially true that it is not an
empirical one. But it is a mistake to think thatlyoempirical questions can be
rationally discussed and eventually solved.

It may be fitting to conclude this brief overviewth a remark on Saussure. His
overall conception of language is inconsistent. e one hand, he considers
languagel@ngug as a social entitityir{stitution social¢. On the other, he considers
linguistic signs gignes linguistiques i.e. the basic units of language, as mental
entities éntités psychiquées This is a contradiction which cannot be expldine
away, but just has to be accepted as part of thissBeean heritage (cf. Itkonen



1978: 55-59; 1991: 297-298). The lack of clarity s issue has vitiated the
methodological self-understanding of mainstreamguistics up to the present day.

3. A Definition of Social Ontology

It is the basic tenet of Itkonen (1978) and (198®)t language is primarily a
normative entity. The grammarian does not descvibat is said or how it is
understood, but what ought to be said or how ithvtg be understood. And because
the norms (or rules) of language that determinesdheught’-aspects cannot be
individual (as shown by Wittgenstein's private-laage argument), they must be
social. Thus, language is a social entity (in addito being a normative entity).
Social norms do not exist in a vacuum, but areeratbupported by' individual
persons and, thus, by individual minds. Languaga sacial and normative entity is
investigated by 'autonomous linguistics'. Languagea social and non-normative
entity is investigated by 'sociolinguistics'. Laage as a non-social (= individual-
psychological) and non-normative entity is investagl by 'psycholinguistics'. Yet,
even if both sociolinguistics and psycholinguisticgestigate what happens, rather
than what ought to happen, they have to view thaita through the 'spectacles’
provided by autonomous linguistics.

Briefly summarized, this conception of linguistissof course open to several
objections. It should not be forgotten, howevesgtth takes some 700 pages to
develop the argument for this conception in fuilldeveloping this argument, | have
anticipated and answered every objection that hasare of (which is not to say that
new objections could not be invented). It is anotmatter that few of those who
have been keen on making objections have had tienpa to read all of the 700
pages.

What, exactly, does it mean to say that languagesocial entity? | take it to
mean that language exists as an objeatooimon knowledgéWeaker definitions
of 'social' are entirely possible; cf. Pettit 19949). One way to define common
knowledge is to say that x is an object of commanwedge if (and only if) the
following three conditions are true of x and ofggtically) any two members A and
B of a community (cf. Itkonen 1978: 123):

() A knows x
A knows that B knows x
A knows that B knows that A knows x



Three-level knowledge of this kind necessarily wscin all institutional
encounters. For instance, the only reason why, velpgnoaching a bank teller, | do
not start shouting "I know what to do, you don'védo tell me!”, is that | possess
the relevant three-level knowledge: | know that ¢hexk knows that | know what to
do. From the theoretical point of view, there isway to stop the infinite regress of
different knowledge-levels (= 'l know that he knotlst | know that he knows...").
From the practical point of view, however, thisnst a problem. People do not
generally go beyond three- or four-level knowledgeme people are able to do this;
but nobody masters e.g. ten-level knowledge. Nbe&ss, in order to avoid the
infinite regress, Clark (1996: 93-95) replaces dmehical definitions like (1) bygelf-
reflexivedefinitions of common knowledge (or ‘common grouas he calls it); for
instance:

(I The members of a community know x and (II)

Here the second occurrence of (Il) is equivatera self-reflexively used 'this'.
In this way one can express, in a single formufgtlmoth 'everybody knows x' and
‘everybody knows that everybody knows x'. Howevbe, requiredthird level of
knowledge still remains unexpressed. This can besaed, if one actually replaces
the second occurrence of (Il) by the sentence witiskands for; but then one has
started the infinite regress. Clark admits as mablen he says (p. 95) that if we
"start drawing the inferences that follow from [tbentence (I)]", then there is no
way to avoid the infinite regress. But the pointthset wemuststart drawing the
inferences, because the third levediwayspsychologically real (while even higher
levels areoftenpsychologically real). Therefore | do not thinlatl{ll) is preferable
to (I).

It is noteworthy that, according to Clark (1996-77), the language that is
commonly known is a set @bnventionsThis agrees perfectly with my view (even
if | prefer the term 'norm’). The conventions ua# those for 'lexical entries' and
those for 'grammatical rules’, i.e. norms for pajr(morphemic and lexical) forms
with meanings and those for combining meaningfuhnig as | would say.

It might seem self-evident that linguistic commé&nowledge is about the
correctness of sentences. However, since thera isfmite number of sentences
whereas knowledge is necessarily finite, linguistenmon knowledge is primarily
about the above-mentioned norms (or conventions), @anly derivatively about
particular sentences (cf. Itkonen 1978: 131). Tihssght was already expressed by
Patanjali (cf. Itkonen 1991: 77-78). In formal logithe method of indefinitely



expanding the limited number of valid formulae isddction. In linguistics, the
method of indefinitely expanding the limited numioéicorrect sentences is analogy
(which, when fully formalized, contains a deductigemponent; cf. Itkonen &
Haukioja 1997).

With these qualifications, we can now concretdigvg what it means to say that
the correctness of a sentence is a social fact:

() The sentencdohn is easy to please correct iff the sentencd®hn is
easy to pleass commonly known to be correct

Thus, because the correctness of sentences isia fxt, and because social
facts exist at the level of common knowledge, itolws that there is a certain
correct sentence if, and only if, this fact is coomhly known. In other words, the
existence of x and knowledge of the existence obircide at the level of common
knowledge.

Because (lll) is a material equivalence, and thygothetical in character, it
needs to be added explicitly that both of its cibusht sentences are trugohn is
easy to pleases indeed (known to be) a correct sentence. Tdngesice was made
famous in the 60's by Chomsky. He used it, becaasenew that everybody knew
that (everybody knew that) it was a correct serdgehle was right. Even afterwards,
no-one has ever contested the correctness ofdhisrce.

Common knowledge (like knowledge in general) mhave abasis In the
simplest case, the common knowledge of a factsedban the observable existence
of this very fact. For instance, the common knowgkthat it is raining now is based
on the fact that (as everybody can se& raining now. (But notice that a physical
fact, unlike a social fact, can exist, and typigalloes exist, even if it is not
commonly known to exist.) What is the basislfoguistic common knowledge, e.g.
for (1l1)? It cannot be pinpointed as easily asanh in the case of commonly known
physical facts. It is not a particular happenirkg someone utteringohn is easy to
please and no-one protesting its incorrectness. (To be,slinguistic common
knowledge must not conflict with such particularppanings.) The basis for
common knowledge about the (in)correctness of serteis 'diffuse’, in the sense
that it is just general facts about coming to nraagtienguage or any other institution
(and the concomitant common knowledge about thasts) The most important
difference vis-a-vis common knowledge about phydaets resides in that the basis
for linguistic common knowledge, though undeniabkistent, cannot be used to
strengthen or justify that which it is a basis for:



"And here the strange thing is that when | amegoértain of how the words are
used, have no doubt about it, | can still give naugds for my way of going on.
If 1 tried, | could give a thousand, but none agaia as the very thing they were
supposed to be grounds for" (Wittgenstein 1969:088307; quoted in Itkonen
1978: 142).

Concretely: It would be impossible to give a reahtisfactory answer to the
following question: Why islohn is easy to pleasecorrect sentence?

Let us continue with the main argument. It is guiiteresting to note that the
formulation (1) is equivalent with the followinfprmulation:

(IV) The sentencdohn is easy to pleasg a correct sentence' is true iff the
sentencelbhn is easy to pleasg a correct sentence' is (commonly)
known to be true

The sentence (IV) instantiates the Tarskian "esexe’, which is of this general
form (cf. Itkonen 1983: 112):

(V) Xistrueiffp

Here 'p' represents the truth condition of X. Therespondence theory of truth is
based on the idea that the truth value and thie tmndition are two different things:
we always know the truth condition of X, i.e. 'ahd we analyze it in a step-wise
fashion, but this happens independently of whetteeknow 'X' to be true or false.
As a general case, in fact, while we do know tlhihticondition of X, we daot
know the truth value of X. Now, the example (IVjutes the correspondence theory
of truth as applied to social facts, because itwshohat, in this domain, it is
impossible to know the truth condition of X withokihowing the truth value of X
(for discussion, cf. Itkonen 1983: 129-135). Thaisthe level of social facts, the T-
sentence has the following form:

(V) Xis true iff X is (commonly) known to bette
Norms are general entities. To claim that norms kartown to exist entails

claiming that the corresponding (general) senteaceknownto be true. If they are
known to be true, they must be unfalsifiable, whideans that they are non-



empirical and thus in some sers@riori. | have in fact made all these claims and
have defended them extensively. It is of some @steto note that since the end of
the 80's very similar claims have been made in libederline area between
philosophy of mind and social philosophy. The cantiotion here is variously
called ‘response-dependence’ (cf. Johnston 1992)egponse-authorization' (cf.
Pettit 1996). The relevance of this doctrine taliistics is discussed in Haukioja
(forthcoming.

The underlying idea is that our use of concepts] af the corresponding
linguistic expressions, is based on rules (or npriawsd more particularly on rules
with public criteria (cf. Pettit 1996: 195-196). Tge Johnston's and Pettit's favorite
example, something is red if, and only if, peomlentify it as red (under favorable
circumstances). The notion of 'response’ is neealedhphasize the public aspect of
the process of identification. The notion of '@sgpe-dependence’ may be
explicated by the following equivalence:

(V1) Something x is an instance of the conceptf @eople identify x as
an instance of C (under favorable circumstances

The basic identity between (VII) and (VI) is obugat once. Just as importantly,
the proponents of response-dependence (or respaitiserization) take instances of
(V1) to be knowna priori.

The same view of concepts was presented in Itk¢h@rd: 42-43):

"Analysis of knowledge is what philosophy and stmyy of knowledge are
about. Analysis of knowledge means, in turn, analgg those concepts into
which knowledge is structured or, equivalently, lgsia of those expressions
which are used to express the concepts. Conceptsieal to norms for their
correct understanding and use. It might even be thet there is amstitution
connected with every coherent set of concepts. Sarchinstitution can be
experimentally investigated just as little as atiyeo institution or game. Rather,
the 'institution’ of the use of concepts is ¢hpriori condition for the possibility
of experimentation.

...Thus, if a test person claims that things wmehknow to be red are not red ...,
this outcome has no effect upon our concept ofessln..; and therefore what we
have here is not a test about this concept. Raithiera test about the perceptual
or cognitive state of the test person. If we weesting' the concept 'redness’, we



would accept only such outcomes where things treateally red are claimed to
be red. But this only means, again, that we aralaaling with genuine tests."

The claim that we know our concepatspriori can be thought to entail the
absurd claim that our knowledge in general, inalgcdbur knowledge of the physical
reality, isa priori. The mistake in this line of reasoning may be eggoas follows:

"All concepts without exception are made and usgdnan. ... Physical reality,

however it is conceptualized, is not made by mame teven if the concepts are
man-made, the instances [i.e. referents] of colscap not" (Itkonen 1978: 43;

similarly Pettit 1996: 201-203).

Even after this qualification has been made, Petthcedes (p. 204) that the
doctrine of response-authorization produces "&istziand surprising thesis". Why?
- Because "it offends against a deeply ingrainadition of thought, a tradition that
has been described as endorsing an absolute canceptwhat there is" (and, we
may add, a tradition based on the corresponderemythof truth). - Reading this
passage made it easier for me to understand whypmigsophy of linguistics
continues to be rejected by people who are nottabiermulate coherent arguments
against it.

Pettit (1996) defends 'holism' (which he oppogse®atomism’), or the view that,
in agreement with the private-language argumewtight is of social character. At
the same time, he also argues for ‘individualismvhi¢h he opposes to
‘collectivism'), or the view that human behavior @gplained by reference to
'intentional regularities' (also called 'rationafularities’), and not by reference to
anysui generissocial-structural regularities. He submits (p. &n8 elsewhere) that
this combination of holism and individualism is sgimw unique. It cannot be quite
unique, however, because Itkonen (1983) repregbhatsame combination: on the
one hand, the neo-Cartesianism evinced by generktiguistics is criticized along
fully holistic (i.e. Wittgesteinian) lines (cf. Se&.1); on the other, human behavior
in general, and linguistic behavior in particularclaimed to be amenable only to
'rational explanation’, rationality being definexlamatter of the right type of goal-
belief complexes entertained by individual persd¢os Sect. 3.7). Pettit's dual
characterization of 'rules of behavior' as botioratlizing and causing actions, or as
having both an objective side and a subjective, sglparalleled by what | call the
‘Janus-like character of rationality' (pp. 177-181)
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There remains one very important clarificatiorbeomade. (The fact that | have
been making it for some 25 years in no way dimiessithe need for making it
today.) The standard reaction to what has been saifar is to claim: "If our
knowledge of our concepts and of our language ipriori and unfalsifiable
(although in principle fallible, in particular cagethen nothing remains to be done;
and this is impossible!" This is where my distinati betweenatheoretical
knowledge andtheoretical knowledge comes in (cf. Itkonen 1978: 144; more
generally: Sect. 8.2-3). Our unfalsifiable knowledgpmprises a huge set of very
simple and apparently unrelated facts; it is knolgée of the atheoretical (or
pretheoretical) type. One may have this knowledggout having any kind of
theoryabout the facts which the knowledge pertains taceCthere is such a theory,
it is falsifiable by definition. To give a concreégample, every speaker of Sanskrit
who was Panini's contemporary knew the same basts fibout Sanskrit as Panini
did. Yet only he was able to construct the (thecatgrammar that bears his name.
Thus, it is false to say that if our knowledge o {normative, atheoretical) data is
unfalsifiable, then nothing remains to be donePasini's example shows, once the
data are ineverythingstill remains to be done. Or, to give a more 'nmodexample,
consider the task of writing a parser for Engligmtences. In the so-called clear
cases, every moderately intelligent speaker of liEmglinguist or not, knows with
certainty whether something is or is not a coreetttence of English. At this level,
there are (practically) no interpersonal differendgut after this fact has been duly
acknowledged, the parser still remains to be démel this is something that not
everyone can do. Thus, at this level, there amrpetrsonal differences. Writing a
parser is a theoretical undertaking. And even theke can do it go sometimes
wrong, which means that, on those occasions, fiaeger has been falsified.

The atheoretical vs. theoretical distinction,characterized above, gives a clue
as to how one should understand Wittgenstein'sumictEverything lies open to
view, nothing is hidden". In conceptual analysis éxemplified by philosophy,
formal logic, or autonomous linguistics), the faate not in doubt. What is in doubt
is the kind of system or theory (if any) which Heato accommodate the facts.

The definition of social ontology that was givehose dissolves rather than
solves the long-standing controversy within thelggaphy of the social sciences.
One side has argued that there is an ontologival l& social phenomena distinct
from the level of mental phenomena. The other $ide argued that there are
nothing but mental phenomena. Now we can see liegt are both right. Indeed,
there are nothing but mental phenomena charadteastindividual persons; but
these are not just any mental phenomena distridntadrandom order; rather, they
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are quite specific mental phenomena (namely mavstistates of knowledge)
placed in a quite definite structure or patterm{aly that characteristic of common
knowledge). It is this structure which constituthe ontological level of social
phenomena.

4. Autonomous Linguistics vs. Psycholinguistics: Examples of the Basic Division

Early formulations of the distinction between agmous linguistics and
psycholinguistics were provided by Kac (1974), ko (1974) and Ringen (1975).
The existence of this distinction is denied by esentatives of both generative and
cognitive linguistics. To show that they cannotriggt, | shall now give examples
of this distinction. What | am doing thus amourdsatso-called proof of existence:
Claims to the effect that the phenomenon A is irsfiide are refuted by showing,
not that A is possible but, rather, that A exists.

| shall be concerned with theeaningof linguistic expressions. Showing that
meanings exist at the level of autonomous lingeestheans showing that they exist
as social or public entities, i.e. entities defireexi objects of common knowledge.
The public meaning of a form x equals the publie aéx; and the use of x cannot
be public unless x itself is public. Social measi@ge open to conscious inspection
(or intuition). Corresponding to the ontologicalstiliction between social and
mental, they necessarily have their individualgb®fogical counterparts, which
may or may not be conscious.

It is justifiable to speak of social meanings afgsychological meanings. Only
the former qualify as 'linguistic’. This is in keeg both with ordinary usage and
with the usage sanctioned by the history of lingiess(cf. Itkonen 1991: 43, 77-78,
152-155, 202-203). Linguistic meanings are 'obyectijust like logical truths, they
are known by subjectiventuition (whereas objective physical facts are known by
subjective observatiol; their 'objectivity’ consists in the fact that bgective
intuitions about them exhibit the pattern charastier of common knowledge.
Psychological meanings are either conscious ornswous; when conscious, they
are known by subjectivimtrospection It follows that each of Popper's 'three worlds'
(= physical, psychological, and social-normative&lharacterized by a specific type
of act of knowledge, namely observation, introsjgectand intuition (cf. Itkonen
1981; 1983: 7-9).

A) The meaning oAll F's are G'sin logic and in the psychology of logic
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It is my purpose to clarify the methodologicaltssaof (the distinct subdomains
of) linguistics. To do so, however, it may be gdodstart outside of linguistics. It
seems meaningful to establish the following anal@fyltkonen 1978: chap. 10):

autonomous linguistics (formal) logic

psycholinguistics psycholaxfyogic

In other words, it may be argued that the disibmcbetween (formal) logic
and psychology of logic is both similar to and matear-cut than the distinction
between autonomous linguistics and psycholingwstihus, the former is apt to
clarify the latter.

Let us see how the meaning of the sentence schdhids are G'smay be
formulated at the public, non-psychological levBecause this sentence schema
plays a crucial role in logic, the different wagsformulate its meaning undeniably
fall under the notion of 'logic' (even if not nesasly of formal logic’). At least the
following five formulations have to be mentioned:

() The formulation by means of predicate logic,tbe universally quantified
material implication:

(X)(Fx— Gx)

(i) The formulation by means of Euler circles, evl two figures are needed for
the two readings 'All, but not only, F's are Gied &ll, and only, F's are G's"

(iif) The set-theoretic formulation, where there again two expressions for the
two above-mentioned readings; the first says thist froperly included in G while
the second says that F is included in G and Ccisidied in F:
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F= G Fo G

(v) The formulation by means of the dialogicalitog la Lorenzen:

Opponent Proponent
? (X)(Fx -> Gx)
I Fa

I Ga

I (X)(Fx -> GX)

A few words of clarification may be added concegf(i) - (v). It might seem
natural to accept (i) as the right way to expréssreaning oAll F's are G's One
drawback is that then one also has to accept Hoalted paradoxes of implication.
In particular, (i) is true if the antecedent is alw false, which conflicts with normal
intuition. (i) may seem an intuitively attractivgay to express the meaning in
guestion. However, the use of Euler diagrams preslwomplications elsewhere. To
express the meanings 8bme F is GandSome F is not Gfour and three distinct
figures are needed, respectively. (Venn diagramsiclwuse the expedient of
shading parts of circles, are in this respect nem@omical.) (iii) is comparable to
(i) in its expressive power. To be sure, one hactept the fact that there is no way
to distinguish between e.g. angels and squareesirtlecause both types of entities
are represented by the same set, namely zerom@wages to represent the same
information as (ii) in a single figure. (v) represe a game connected with (x)(F ->
Gx) when this sentence happens to be true: Thal{idpponent attacks it, or tries to
show that it is false. To find a falsifying insta&nche has to show first that its
antecedent is true (because an implication is fatge if the antecedent is true and
the consequent is false). This is 'Fa'. The propomeoceeds to show that the

14



corresponding consequent, i.e. 'Ga’ is true toasTthe entire sentence is true (for
details, see e.g. Lorenz 1989).

We are staying at the public, non-psychologiceéleLet us now ask: Which of
(@) - (v) is thebestdescription of the meaning @&fll F's are G'® It is important to
understand how this question ought to be answédredhnnotbe answered in any
straightforward way, i.e. by looking at each of {iXv) in turn. It can only be
answered by reference to the simplicity of theédaigystem in which each of (i) - (v)
is embedded. That is, the choice is not between (i), but between the five
corresponding systems, and the decisive critesorimplicity (viz. economy) or
some more encompassing consideration. For instgmedicate logic, exemplified
by (i), is more economical than the method of Edieagrams, exemplified by (ii).
Dialogical logic, exemplified by (v), is equivaletd predicate logic, but from the
philosophical point of view it is clearly superigf. Itkonen 1978: 2.6). Considered
in itself, however, each of (i) - (v) might qualifs the best description; or rather,
the question of their mutual superiority remainsmop

Next, let us move to the psychology of logic; atdhis level, let us ask the
same question. Significantly, the answer is nowtequifferent from what it
previously was. (i) is immediately disqualified bese experimental studies have
established beyond doubt that the truth-functiamairpretation of implication is not
psychologically real (cf. Wason & Johnson-Laird 2987-93; Johnson-Laird 1983:
29-34, 51-54). The same is true of (v) as well.ylRg on the principle that
‘concepts are containers’, Lakoff (1987: 353-33B01 52-53) takes it for granted
that (i) is the psychologically (or 'cognitivelyieal alternative. However, he
considers only the two sentenckl F's are G'sandNo F is G and ignores the
sentence$Some F is GandSome F is not Gwhose meanings are more difficult to
express by means of Euler diagrams (cf. aboveés. ptecisely for reasons like this
that Johnson-Laird (1983) has proposed his 'mantadels’; and in light of his
discussion it seems clear that if (i) - (v) are mea describe psychological entities,
then (iv) is the preferable alternative. - Let dsl @hat (ii) and (iii) express the same
information in pictorial and in digital terms, resgtively. Thus, if forced to choose
between the two, those who side with Kosslyn inrttental imagery debate would
choose (ii), and those who side with Pylyshyn wazkidose (iii).

We see that the same question is answered ditfgreepending on whether it is
asked at the level of logic or at the level of gwjlogy of logic. Therefore the two
levels must be different. The same point may béhéur elaborated as follows.
Assuming (contrafactually) (i) - (v) to be partsegfually simple systems, they could
all be accepted as equally good descriptions alebel of logic. At the level of
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psychology of logic, however, this could not be tiase. We have to assume that
there is onlyone way in which the meanings &Il F's are G's(or of any such
sentence structure) is mentally represented. Inaame both (i) and (i), for
instance. There may be interpersonal variationshia respect, but at least not
intrapersonal variations. (More precisely, even and the same person may have
different mental representations for different amgtations of one and the same
sentence structure, depending on the content gkthwstantiations, but not for one
and the same instantiation.) If (i) - (v) are ipteted psychologically, they are
meant to refer directly to something in the workdnfental states and processes). By
contrast, if (i) - (v) are interpreted non-psyctgtally, they are not meant to refer
directly to anything at all. They are just diffeterays to systematize bits and pieces
of common knowledge (for discussion, see Itkonergig.4; 1983: 6.2).

In the preceding discussion the distinction betwiemal logic and psychology
of logic was taken for granted. It may be added tiva current cognitivist approach,
as represented e.g. by Lakoff, wished actualkethucethe former to the latter. This
is of course the well-known psychologistic fallasxposed already by Husserl
(1913). It should be obvious (although it
is not) that neither in logic nor in linguisticsiigpossible to reduce what ought to be
done (‘value') to what is done (‘fact’) (cf. Itkan&978: 7.0). To this Lakoff has
replied in a public lecture that he intends to perf the reduction with the aid of
'ideal’, rather than actual, psychological entitless not too difficult to see that this
recourse to what is ‘ideal’ is just an attempitoggle the notion of normativity into
the description.

B) Situations vs. mental images of situations

Cognitive linguistics is in the habit of using sahatic images to describe word
and sentence meanings. Because meanings are assoinbed psychological or
mental entities, it follows that these images asam to represemhentalimages (or
'schemas’). This position obscures the fact thateality there are alwaysvo
distinct interpretations connected with such imagesresponding to the distinction
between autonomous linguistics and psycholingustic

Let us consider the following example from Langackl 991: 25-28). As part of
describing the meaning of the sentefite lamp is above the tabldéne meaning of
the constructiombove the tabléas to be described, and this happens with thefaid
the following image:
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1

Fig. 1

Now there are two interpretations open to us: ig@) E represents part of a
situation in which something is above the tableFly. 1 represents part of the
mental image of a situation in which something ®owe the table. The a-
interpretation is uncontroversial. By contrast, theterpretation is controversial,
inter alia because there are schools of cognitivetgd)psychology that flatly deny
the existence of mental images (cf. Tye 1991: cAap.

Because one interpretation is uncontroversial eviiile other is controversial,
they cannot be equivalent but must rather be djsigimed from each other. Yet this
is something cognitive linguistics has never bdaa 0 do.

C) The 'dimensions of imagery' as linguisticalblgled are not (primarily)
psychological

Langacker (1991: 5-12) defines five dimensionsisf(ltonventional’) imagery, i.e.
profile vs. base, specificity, scope, salience, pepective. He also announces (p.
60) that he is dealing with "cognitive operatiomsvthich we have no direct or
intuitive access".

The notion of salience, for instance, is illustchtby means of the images
connected with the sentenc&ss above B(= A is salient) an® is under A= B is
salient):

@ A
.

Fig. 2: Ais above B Fig. 3: B is under A
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Salience is expressed by the choice of the wod#roand of the correlative
preposition. ('If you start with A, you have to usieove if you start with B, you
have to useunder’) It is self-evident that what is thus expressid an
intersubjectively or socially valigneaningof these constructions, i.e. a meaning
which is quite ‘transparent’ to our linguistic itian. It is not some individual-
psychological or cognitive entity which lies undke level of consciousness and to
which we thus have no intuitive access.

The notion of perspective, in turn, subsumes sondie specific notions as
orientation, assumed vantage point, and directigndlangacker 1991: 12). For
instance, the semantic difference betwesme and go must be a matter of
'perspective’, because it depends on the assunméglgeapoint, here represented by
acircle:

@ D

X'is coming from A to B Xis goirigpm A to B
Fig. 4 Fig. 5

It is quite clear, however, that this 'perspedtidifference is not a matter of
hidden, unconscious structures which we can onpothesize about. Rather, it is a
matter of social meaning to which all speakers ofliEh have direct intuitive
access.

What is true of salience and perspective, is wtighe other 'dimensions of
imagery' as well. They are not, primarily, uncoonsei or hypothetical phenomena,
i.e. phenomena of the individual-psychological ogmitive sort. Rather, they are
semantic phenomena at a social or public levak Ht this level that "nothing is
hidden, but everything lies open to view" (cf. abpwv The preceding remarks are
not meant as a criticism of Langacker-type desomgiper se.

What | have been doing here, is just to insist tbe distinction between
autonomous linguistics and psycholinguistics ong&ira Remember that accepting
the methodological primacy of the former does nmgghio undermine the integrity
and the relevance of the latter.
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D) Images and schemas: conscious or unconscious?

Such central terms as 'image' and 'schema’ ack insan ambiguous way by
representatives of cognitive linguistics. Both LHk@987: 446) and Langacker
(1991: 60) profess to be interested in those asp#atognition that are unconscious
and automatic. However, when Lakoff goes on (pp6-443) to discuss his
‘conventional images', it turns out that thesenateunconscious at all. Everybody is
able to become conscious of them and answer arstiqne about them. They are
not 'conventional’ in any normative sense, but igenethe sense that people tend to
have similar images. (And 'image schemas' are eldion p. 453 to be rather like
‘conventional images'.) Apparently Langacker (pm.12-13, 23, 61) uses the term
‘conventional image' in the same sense. But thisrciear that the imagery in which
cognitive linguistics is interested in representsather 'shallow' level of the
cognitive organization.

E) An image, mental or not, is in itself never egl

Ever since Plato and Aristotle it had been thoubht the existence of mental
images (or more abstract schemas) intervening leetweords and things explains
how the former become attached to the latter. \&fitsgein pointed out, however,
that this, as such, explains nothing because eweage, mental or not, may be
interpreted in a literally infinite number of way3herefore images must be
supplemented with rules of interpretations, orsukdling how the images are meant
to be used. And this interpetation or use is ultetyagrounded in our 'form of life'.

Wittgenstein's (1953: 54) original example maydmdered as follows:

Fig. 6
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What does this figure represent? We are inclimedriswer that it represents a
man climbing up a mountain. But on closer reflettize realize that the maould
be interpreted as doing anything at all. Most o€Ehsunterpretations are quite
outlandish (for instance, he might be trying todsaignals to extraterrestials). But
this is precisely the point: how do we distingu@itlandinsh interpretations of an
image from the normal ones? The image in itselfsdoet tell us how. Only our
(public) use of the image will tell this (for disssion, see Blackburn 1984: 45-50;
Heil 1992: 25-30).

In the same vein, Putnam (1981: 18) argues, fiiat,if there is something in the
mind that refers to things, it cannot possibly eimage, and, second, that the
whole notion of something mentaitrinsically referring to things is wrongheaded.
What refers is @oncept "Concepts are signs used in a certain way;e.sthn itself
apart from its use is not a concept” (p. 18)concepts cannot be identical with
mental objects of any kir(g@. 20-21; emphasis in the original). Because eptgare
signs used, and because use is always of publicendas the private-language
argument has established), Putnam - equating ctseefihh meanings - concludes
that 'meanings just aren't in the héagh. 19; emphasis in the original).

It may be added that Jackendoff (1996: 110) kewekimilar criticism against
Langacker. The latter seems to think that the imabe employs are self-
explanatory, but they are not. To be sure, Jackém#s his own methodological
worries (cf. Itkonen 1995, and Section E below).

To sum up: because images are never enough, thgtyalvays be provided with
rules of interpretation (and these must be undedstts being grounded in public
use). The position of cognitive linguistics on tiesue may not be literally wrong,
but at least it is inexplicit.

F) A geometric image is (largely) irrelevant tgypho)linguistics

Generativism seeks support in D. Marr's work asioni (cf. Jackendoff 1987:
chap. 9, 1992: chap. 1), just like cognitive lirgjids seeks support in Kosslyn's
experimental work on mental imagery (cf. Gibbs &Igan 1995). One important
point has been overlooked by both sides in thisatebMarr and Kosslyn
concentrate on the perception (and mental reprasem) of geometric figuresbut
from the linguistic point of view such figures afiargely) irrelevant. They are
nothing but raw material that has to be interpratecone way or another. For
instance, a running man is a unitary geometricréglut prelinguistic thought
interprets it by dividing it into two, namely a tigg (= a man) and an action (=
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running), and language universally reflects thiwerpretation. (Because, from the
logical point of view, this interpretation is in nway necessary, the Stoics, for
instance, claimed that the verb refers to nothingthe world.) If Marr's and

Kosslyn's work is to become relevant to linguistiosore attention has to be
concentrated on rules of interpretation. - Thisnpd just a corollary of the point
made in Section C.

G) Meanings: embodied concepts rather than meeglsesentational concepts?

In semantic metatheory, the principal dividing elinhas been between
psychologistic and non-psychologistic conceptions meaning; and 'non-
psychologistic' has generally been identified wbcial' (given that Platonism is
just too implausible as an option). Now cognitieenantics a la Lakoff & Johnson
seems willing to redefine this opposition to somdest. Meanings are still
identified with concepts (or, more generally, withgnitive models'), but because
these areembodied they should not be mistaken for concepts of trelitional’
type. (To be sure, Lakoff & Johnson's position as new or ‘anti-traditional’ at all,
because the bodily basis of concepts is the dahgsis of Piagetian psychology.)

Does this redefinition (such as it is) immunizee tleognitivist meaning-
conception against the antipsychological criticisf/®? course not. Embodied
concepts are still psychological entities; thell sthabit the individual mind, even
if they are grounded in bodily behavior, that igem if the mind has ('now’) been
enlarged so as to encompass the body too (cfbtuy-in-the-mind' slogan). Or at
the very least, embodied concepts are still 'ti@dindividual persons. The real
opposite of 'social' is not ‘psychological' butdiindual. The bounds of
individualism can be transcended only by an expbsipousal of such notions as
‘common knowledge' and 'social norm'.

5. Two additional remarks concer ning cognitive linguistics
The methodological self-understanding of cognitiiguistics has been criticized in
what precedes. Therefore it does not seem outaafepio add two similar remarks

although they are not directly related to the peablof (social vs. psychological)
meaning.
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A) Analogy is more important than metaphor

It is well known that cognitive linguistics hasvitalized the old notions of
metaphor and metonymy. At the same time, it seenmave been largely forgotten
that metaphor is just a special caseaohlogy Traditionally, analogy has been
employed in the explanation of morphological andtagtic change (cf. Anttila 1989
[1972]: chap. 5). It has turned out, however, #iathe level of synchronic syntax,
analogy is not only operative, but can also be ipedg formalized (cf. Itkonen &
Haukioja 1997). Moreover, in the domain of diachecolinguistics, the notion of
grammaticalization can be shown to be based onogyah both of its stages,
namely reanalysis and extension (cf. ltkofethcoming.

Analogy is defined as structural similarity betwetvo 'systems'. Metaphor is
defined as structural similarity between two 'syse belonging to two distinct
conceptual domains. In whatever way 'conceptualaions defined, it follows that
metaphor is a subtype of analogy, or an analogly aatditional constraints. If one
does not explicitly account for this fact, onernissing a generalization

B) The 'objectivism vs. experientialism' oppositievisited

Lakoff (1987) and Johnson (1987) wish to inaugai@inew type of linguistics.
Not content with this, however, they also wishée themselves as being engaged in
a larger undertaking, namely rectifying the mistalkd more than two thousand
years of Western thought. As they see it, the histd Western philosophy has been
(nearly) exclusively governed by an 'objectiviséidition, i.e. a tradition claiming
that reality is reflected as such in the human mifldey wish to replace this
erroneous tradition by a new one, i.e. an 'exp&iisti tradition claiming that reality
is largely determined by the human mind.

This is a wildly inaccurate construal of the higtmf Western philosophy.
Documenting this claim in detail must be left for @aother occasion. Nevertheless,
the following corrective remarks have to be offeafr@ady in the present context.

By Lakoff's (1987: 174-175, 270) and Johnson's8{19%xi) own admission,
‘objectivism’ is characteristic @lommon-sensthinking. This is perfectly correct.
However, it is rather preposterous to claim thatsW®e philosophy has been
nothing but an exposition of common-sense thinkiBgch a claim amounts to
ignoring the schools of idealism and scepticisnt thave - rightly or wrongly -
actually dominated the history of Western philosoph
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Johnson (1987: 197) tries to bolster his positignreferring to Rorty (1980).
However, Rorty's (1980) view of the history of Gtgghilosophy, for instance, is
factually false (see Itkonen 1991: 189-191).

The ‘experientalist’ position might be defined enoinformatively as
'interactionism’: "How we carve up our world wikgend both on what is 'out there'
independent of us, and equally [?] on the refeaérdcheme we bring to bear”
(Johnson 1987: 202). "Our structured experienceans organism-environment
interaction in which both poles are altered anshdfarmed through an on-going
historical process” (ibidem, p. 207). Interactiomiss represented also by Marxism
and different versions of constructivism.

As far as the reality - mind relation is concerndee principal philosophical
schools may be characterized as follows. Realisimel that reality determines the
mind. Idealism claims that the mind determinesitgdbnd in extreme versions
reality is bracketed entirely). Interactionism oiai that there is an inter-
determination between reality and the mind. Anaog(represented by Thomas of
Aquinas and Peirce) claims that the structureedlity and the structure of the mind
are the same. For the sake of clarity, these difteoptions may be presented as
follows:

realism R>M

idealism R— M

interactionism R>M

analogism R=M
Fig. 7

In spite of its intuitive appeal, this figure-isterestingly enough - based on a
fundamental error. It ignores the fact that all tiéferent R-M relations are
themselves conceived by the mind. Thus it is megess, or self-contradictory, to
oppose R to M, because R is always inside M. Redaitalways 'internal’, i.e.
internal to the mind. Thus, the correct figuresdalows:
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realism R—> M

idealism R— M

interactionism R-> M

analogism = M
Fig. 8

Thisis the meaning of Putnam's (1981) 'internal redli€ontrary to what Lakoff
(1987: 260-268) and Johnson (1987: 200-209) assitim&iot the case that internal
realism would somehow support their experientalightotice, incidentally, the
oddity of Johnson's claim that our view of realigpendsqually,or 50-50, on the
mind-independent reality and the mind. On what gdsuwould he reject the
suggestion that the relation is not 50-50, but&x$07?)

Is there then no basis for postulating the excewnf 'objectivism' as a
philosophical doctrine? The only such basis is tiead within truth-conditional
semantics which defines intensions (= meaning$yi@sions from possible worlds
to extensions in such a way that the former detegrthe latter independently of the
human knowledge. This has prompted Lakoff (198apcii4) to view the whole of
truth-conditional semantics as an instance of &ibjem'. This is an inaccurate
interpretation, however. It is possible to proviohensions with an ‘epistemic’
interpretation according to which they are (humacis of identifying individuals,
sets, or truth values in possible worlds. Moreosgearce truth-conditional semantics
has also been used definesuch propositional attitudes as knowledge, betaf]
memory, it cannot be claimed to simply describe dvimdependent reality. (For a
more accurate, but still critical, interpretatioh tauth-conditional semantics, see
Itkonen 1983: 136-152).

There is an ironic twist to Lakoff's (1987) purjsat criticism of 'objectivism’, as
one can see from the following quotations:

"There is one psychologically relevant level atichithe categories of the mind
fit the categories of the worldp. 34; emphasis in the original). "The categerie
of the mind fit discontinuities in the world veryelat the level of genus, though
not very well at other levels" (p. 36).
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The context makes it clear that Lakoff is spealohg fit between the categories
of the world and those of thecientific mind. (Cf. p. 32: "Berlin and his
students...have compared [folk classifications lah{s and animals] with scientific
classifications.") Thus, oblivious to the fact tlsience too is a product of the
human mind, he assumes that science reveals usality as itreally is. He goes on
to compare the categories of this mind-independsadity and the categories of the
mind, and he cannot help noticing a remarkablelarity. Needless to say, this is
‘objectivism’ in its purest form.
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