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6 Department of Physics and Astronomy, University of Turku, FI-20014, Finland 
7 Dr. Karl Remeis-Observatory and Erlangen Centre for Astroparticle Physics, Friedrich-Alexander Universität Erlangen-Nürnberg, Sternwartstr. 7, D-96049 
Bamberg, Germany 

Accepted 2025 November 4. Received 2025 October 6; in original form 2025 July 24 

A B S T R A C T 

Pulse profile modelling is a relativistic ray-tracing technique that has provided constraints on parameters, with a focus on 

mass and radius, of five rotation-powered millisecond pulsars. While the technique can also be applied to accretion-powered 

millisecond pulsars (AMPs), this requires accounting for the X-rays from the accretion disc and has only been applied to archival 
data from the Rossi X-ray Timing Explorer . Here, we apply a previously developed neutron star and accretion disc model to 

the NICER ( Neutron star Interior Composition Explorer ) data of the 2019 and 2022 outbursts of SAX J1808.4 −3658. We find 

that a single circular hotspot model is insufficient to explain the data. Modelling with two hotspots and an accretion disc model 
provides better phase-residuals, but a spectral residual at around 1 keV remains. In contrast, we find a good fit with a flexible 
background approach, replacing the accretion disc. However, the inferred parameters are not robust due to a degeneracy in the 
origin of the non-pulsed radiation, which can be caused either by the background or a hotspot that is at least partially in view 

throughout a full rotation. This work represents an important next step in pulse profile modelling of AMPs by analysing NICER 

data and underlines the need for more accurate accretion disc and hotspot modelling to achieve robust parameter constraints. 
We expect the inclusion of higher energy and polarimetric data will provide complementary constraints on inclination, hotspot 
colatitude, and hotspot size, improving the accuracy of pulse profile modelling of AMPs. 

Key words: accretion, accretion discs – equation of state – stars: individual: SAX J1808.4–3658 – stars: neutron – X-rays: 
binaries. 
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 I N T RO D U C T I O N  

ulse-profile modelling (PPM) is a relativistic ray-tracing technique 
hat models phase and spectrally resolved pulse profiles from X-ray 
ulsars. It is mainly used to infer model parameters from the pulse
rofiles of millisecond pulsars, especially the mass and radius (A. 
. Watts 2019 ). Measuring mass and radius provides a macroscopic 
robe of the equation of state (EoS) of dense matter inside neutron
tar (NS) cores (for reviews, see e.g. J. M. Lattimer & M. Prakash
016 ; C. Drischler, J. W. Holt & C. Wellenhofer 2021 ). The geometric
arameters such as spin axis inclination and parameters of the X-ray 
mitting hotspots are also constrained, and these probe the magnetic 
eld of the NSs as well as the surface. 
PPM is applied extensively to Neutron Star Interior Composition 

xplorer ( NICER ) data of rotation powered millisecond pulsars 
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RMPs). NICER , launched in 2017, is an excellent timing and
pectroscopy instrument for the analysis of pulse profiles of RMPs, 
ensitive in the soft X-ray (0.2–12 keV). In RMPs, the hotspots
re the magnetic polar caps, heated by bombardment of particles 
roduced by pair creation in the NS magnetosphere. To date, PPM
ith NICER data has provided both masses and radii and mapped

he surface magnetic field of four RMPs: PSR J0740 + 6620 (M.
. Miller et al. 2021 ; T. E. Riley et al. 2021 ; T. Salmi et al. 2022 ,
024a ; M. Hoogkamer et al. 2025 ), PSR J0030 + 0451 (M. C.
iller et al. 2019 ; T. E. Riley et al. 2019 ; S. Vinciguerra et al.

024 ), PSR J0437 −4715 (D. Choudhury et al. 2024 ), and recently
SR J0614 −3329 (L. Mauviard et al. 2025 ). A fifth pulsar, PSR
1231 −1411, has also been analysed, but results are not fully
onclusive (T. Salmi et al. 2024b ; L. Qi et al. 2025 ). 

This technique has also been applied to accreting millisecond 
ulsars (AMPs). Notably, T. Salmi, J. Nättilä & J. Poutanen ( 2018 ,
ereafter S18 ), used archival time- and energy-resolved Rossi X-ray 
iming Explorer ( RXTE ) data to constrain parameters of the canonical
is is an Open Access article distributed under the terms of the Creative
h permits unrestricted reuse, distribution, and reproduction in any medium,
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MP, J1808.4–3658 (hereafter J1808), building on earlier analyses
y e.g. J. Poutanen & M. Gierliński ( 2003 ) and J. J. E. Kajava et al.
 2011 ). The PPM technique can also be applied to the thermonuclear
urst oscillations (TBOs) that are sometimes produced by accreting
Ss (e.g. A. L. Watts 2012 ; Y. Kini et al. 2024 ). 
In AMPs, material is accreted from the inner region of an accretion

isc on to the NS surface during an outburst. The charged particles
n the accretion stream are funnelled towards the magnetic poles on
he surface of the rotating NS, giving rise to X-ray pulsations. These
vents are more luminous, with an X-ray luminosity Lx ∼1036 –1037 

rg s–1 (A. Patruno & A. L. Watts 2021 ), compared to RMPs, with
x ∼1030 –1032 erg s–1 (W. Becker & J. Truemper 1997 ), so shorter
xposure times yield sufficient photons with NICER for pulse profile
nalysis. Due to the presence of high energy electrons near the sur-
ace, inverse Compton scattering of seed photons takes place, giving
ise to a power law-like spectrum with a cut-off around 100 keV (T.
i Salvo & A. Sanna 2022 ). Unlike in RMPs, the electron scattering

lso causes the radiation to be significantly polarized providing
n independent observable that constrains observer inclination and
otspot colatitude (K. Viironen & J. Poutanen 2004 ). 
Emission models for PPM of AMP have been becoming more

ccurate over time. Due to high computational cost, the usage of
pproximate analytical formulae for anisotropy and empirical models
or Comptonized spectra in non-polarized emission models has been
ommon (e.g. J. Poutanen & M. Gierliński 2003 ; T. Salmi et al. 2018 ).
or polarized emission, a model was developed by K. Viironen &
. Poutanen ( 2004 ) based on Compton scattering in an optically
hin atmosphere but uses the Thomson scattering approximation. A
escription for a spherical star was derived by J. Poutanen ( 2020 )
nd for the oblate Schwarzschild approximation by V. Loktev et al.
 2020 ), and was recently applied to simulated data by T. Salmi et al.
 2021 ). More recently, A. Bobrikova et al. ( 2023 ) provided a model
ith higher accuracy that assumes Compton scattering in a slab
eometry of hot electrons. Compared to sophisticated self-consistent
ccretion heated atmosphere models such as those developed by V. F.
uleimanov, J. Poutanen & K. Werner ( 2018 ), this model has fewer
ree parameters and is therefore well suited for PPM. 

AMPs are more challenging to constrain compared to RMPs. First,
his is because of additional elements that need to be accounted for in
he model, such as the accretion funnel (V. Ahlberg, J. Poutanen & T.
almi 2024 ) and accretion disc. These introduce model parameters
hich will need to be explored during the PPM analysis, making

he process more computationally expensive. Secondly, the pulses of
MPs can also shift over time, because they depend on the variable

ccretion rate. This can sometimes pose a challenge, because an
xtended period of stable pulsations is required to gather enough
hotons in a pulse profile. A bias could be introduced if parameters
re in reality shifting while they are assumed constant for a given
ulse profile (see also Y. Kini et al. 2023 ). However, the polarized
-ray pulsations they may provide could also boost constraints (K.
iironen & J. Poutanen 2004 ; T. Salmi et al. 2025 ), and recently
olarized radiation was indeed detected with a polarization degree
t 4 per cent from the AMP SRGA J144459.2–604207 (A. Papitto
t al. 2025 ). 

Despite the challenges, their study is worthwhile because AMPs
re an interesting group of sources. First of all, being potential
rogenitors of RMPs, they are interesting from an NS evolution
erspective (M. A. Alpar et al. 1982 ; D. Bhattacharya & E. P. J.
an den Heuvel 1991 ; R. N. Manchester 2017 ). Secondly, they are
nteresting from a mass–radius inference perspective, given that they
xhibit multiple accretion related phenomena (e.g. X-ray bursts and
ersistent pulsations) and thus independent techniques can be applied
NRAS 545, 1–20 (2026)
or the same stars (e.g. T. Salmi et al. 2018 ; P. Bult et al. 2019 ; A. J.
oodwin et al. 2019 ). 
Recently, simulations done by B. Dorsman et al. ( 2025 , hereafter

25 ), adapted the existing PPM pipeline for RMPs and established
hat parameter recovery is possible for simulated NICER AMP data.
hey recovered parameters with tight 68 per cent credible intervals

CIs): ±7 per cent on mass M and ±6 per cent on equatorial radius
eq for one simulated AMP scenario (A) with a large hotspot. For

nother scenario (B), where the hotspot was smaller and the AMP
as viewed more edge-on, they found slightly larger CIs and a slight
ias in M with the true value being outside the 68 per cent CI. T. Salmi
t al. ( 2025 ) performed a similar analysis on simulated polarimetric
maging X-ray Polarimetry Explorer ( IXPE ) data and while they
ound no good constraints on scenario A, they found good constraints
or the inclination and hotspot colatitude on scenario B and other
cenarios they considered that featured detectable polarized pulses. 

In this paper, we apply the analysis pipeline set-up by D25 to the
anonical AMP J1808. More specifically, we will analyse the NICER
ata of the most recent and only two outbursts observed by NICER ,
n 2019 and 2022. Timing analyses of these data have been done by
. Bult et al. ( 2020 ) and G. Illiano et al. ( 2023 ), respectively. 

J1808 was the first AMP to be discovered (R. Wijnands & M. van
er Klis 1998 ), has since gone into outburst 8 times, and has been
xtensively observed with X-ray (timing) telescopes such as RXTE
nd XMM–Newton (for a review, see e.g. A. Patruno & A. L. Watts
021 ). Early studies of the spectrum and phase-resolved persistent
ulsations were able to fit RXTE data well with one or two blackbody
omponents and a Comptonization component (W. A. Heindl & D.
. Smith 1998 ; M. Gierliński, C. Done & D. Barret 2002 ; J. J. E.
ajava et al. 2011 ). M. Gierliński et al. ( 2002 ) and J. Poutanen &
. Gierliński ( 2003 ) also included a Compton reflection component

 > 10 keV) with a broadened iron line (6–7 keV). The iron line is also
ound with other high-energy instruments and has been the subject of
n-depth study (e.g. T. Wilkinson et al. 2011 ; T. Di Salvo et al. 2019 ;
. Sharma, A. Sanna & A. Beri 2023 ). The broadening of the iron line
as been used to estimate the inner disc radius (E. M. Cackett et al.
009 ; A. Papitto et al. 2010 ). Besides persistent pulsations, J1808
lso exhibits thermonuclear bursts and TBOs (D. Chakrabarty et al.
003 ; P. Bult et al. 2019 , for a review, see S. Bhattacharyya 2022 ). X-
ay bursts have also been used to estimate the distance to J1808 (e.g.
. K. Galloway & A. Cumming 2006 ; D. K. Galloway et al. 2024 ). 
This work addresses some gaps in previous PPM analyses of

MPs. To start, we apply PPM for the first time to new NICER data
f an AMP, extending the PPM of AMPs to newer outbursts. This
s a lower energy band than e.g. RXTE , and is thus complementary
o higher energy data, being sensitive to both the lower energy end
f the hotspot radiation and the disc blackbody radiation. However,
hese components overlap and are therefore challenging to constrain
ndividually ( D25 ). Additionally, data in this band is complementary,
ut not uniquely positioned to constrain the disc, because past high
nergy data have also been used to constrain the disc through its
ther signatures, such as light path obscuration (J. J. E. Kajava
t al. 2011 ), reflection (A. Ibragimov & J. Poutanen 2009 ) and iron
ine broadening (E. M. Cackett et al. 2009 ; A. Papitto et al. 2009 ),
either of which are applied here. We employ also a more recent
tmosphere model from A. Bobrikova et al. ( 2023 ) compared to
18 , who use an empirical model for the Comptonization spectrum
nd an analytical parametrization for the angular dependence of
he radiation. Furthermore, we make use of the pipelines set-up
or NICER RMPs in the open source X-ray Pulse Simulation and
nference ( X-PSI ) software package, making this work very easily
eproducible. Additionally, the model in our analysis also includes
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wo hotspots, compared to one in S18 and D25 . Lastly, here we
lso explore the usage of a multicolour accretion disc model 
nd, alternatively to the disc model, the usage of a marginalized 
ackground approach that accounts for non-pulsed counts in each 
nergy bin independently (see Section 2.2 for more details). 

This paper is structured as follows. Section 2 describes the 
ethodology, including the methodology for parameter inference 

nd the model. Section 3 describes the preparation of the NICER
ata. Section 4 gives the results, while Section 5 discusses the results
nd puts them into context. Finally we conclude in Section 6 . 

 M E T H O D O L O G Y  

.1 Parameter inference and likelihoods 

he main goal of this work is to estimate parameters of the AMP
1808. The method we employ is PPM, in which we fit a millisecond
ulsar model, an AMP in this case, to a measured pulse profile. Much
f the methodology is identical to D25 , so in this section we only
ive a brief overview of the methodology that stays the same while
eferring back to that work for more in-depth explanations. However, 
e detail methodological changes and additions here. 
PPM is an instance of Bayesian parameter inference, and in this

ork, we use it to estimate posterior probability distributions (PPDs) 
f parameters. As a reminder, the posterior distribution P ( θ | D, M)
f a set of parameters θ conditional on a data set D and model M( θ )
an be expressed with Bayes’ theorem 

 ( θ | D, M) = P ( D| θ, M) π ( θ | M) 

P ( D| M) 
. (1) 

ere, P ( D| θ, M) = L ( θ ) is the likelihood function, π ( θ | M) is the
rior distribution and P ( D| M) = Z is the evidence or marginal
ikelihood. The evidence is independent of model parameters θ , so it
lays the role of a normalization factor for the PPD. Additionally, the
atio of the evidences for two different models, also called the ‘Bayes
actor’ is commonly used for the purpose of model comparison. 

In practice, we estimate the PPDs and evidences by Nested sam-
ling (J. Skilling 2004 ) with MULTINEST (F. Feroz, M. P. Hobson &
. Bridges 2009 ; F. Feroz et al. 2019 ). Identically to D25 , we set the

ampling efficiency in X-PSI to 0.1 and use 1000 live points (unless
therwise stated). 
Compared to D25 , who use only a Poissonian likelihood function, 

e also use a Poissonian likelihood function with marginalized 
ackground in some cases. The latter likelihood function is given 
y 

marg (θ ) : =
∫ 

L (D |θ , M, B ) π (B ) dB , (2) 

here θ is the parameter vector, D the data matrix with elements 
i,k for each energy channel i and phase k, π (B ) the prior on the

ackground, and L (D |θ , M, B ) is the Poissonian likelihood function. 
ach element of the matrix B is some phase-constant number of 
ackground counts Bi,k , which are added to the NS counts. For a
iven pulse profile, all options for Bi,k that are allowed by the prior
ontribute to the integral. However, the best (highest likelihood) 
ulse-profile plus background combinations contribute the most 
owards the likelihood integral. More detail on this topic can be 
ound in appendix B.2 of T. E. Riley ( 2019 ). 

Marginalizing the background was not used in D25 , because the 
xpected instrumental and astrophysical backgrounds were expected 
o be small compared to the bright AMP. Additionally, they included 
he source background (i.e. phase-constant contribution from the 
ource) explicitly in the model: blackbody radiation from the ac- 
retion disc. They assumed that component would dominate in the 
ICER band. While that approach has the benefit of adhering solely

o physically motivated radiation components, it is also inflexible 
f some radiation components are not correctly accounted for in the
odelling. In this work, we also include background marginalization 

s an alternative, more flexible, approach. 

.2 Model 

or the (pulsed) radiation from the NS we use X-PSI (T. E. Riley et al.
023 ). X-PSI is a code for the forward modelling of time-dependent
-ray data from a pulsar, as well as for Bayesian inference of model
arameters. We use X-PSI resolution settings throughout this work 
hat are the same as in table 1 of D25 . 

The equations that govern the time-dependent radiation from 

urface anisotropies of NSs (and used in X-PSI ) has been well-
eveloped in a body of work that spans decades (see e.g. K.
. Pechenick, C. Ftaclas & J. M. Cohen 1983 ; H. Riffert & P.
eszaros 1988 ; J. Poutanen & M. Gierliński 2003 ; S. Bogdanov

t al. 2019 ). Important physical effects are included such as the
blate NS shape + Schwarzschild approximation (S. M. Morsink 
t al. 2007 ; M. AlGendy & S. M. Morsink 2014 ), gravitational
edshift, light bending, Doppler boosting, and time delay due to light
ath difference. For AMPs specifically, we use the Compton slab 
tmosphere derived by A. Bobrikova et al. ( 2023 ) for the hotspot
tmospheres, and the blackbody disc model (discussed below) as 
he soft X-ray contribution of an accretion disc. Finally, the X-
ay radiation to be received by the observer is first attenuated
y the neutral hydrogen column in the interstellar medium and 
hen convolved with the response of NICER . Table 1 lists all the
arameters along with their descriptions. 
Regarding the hotspots on the NS, D25 used only a single circular

otspot model. Following the nomenclature introduced in T. E. Riley 
t al. ( 2019 ), we call this hotspot configuration Single Temperature
ST). Here, ‘single’ refers to the uniform temperature profile on the
otspot. From magnetohydrodynamic (MHD) simulations it is not 
xpected that the radiation profiles on hotspots should be uniform 

e.g. M. M. Romanova et al. 2004 ; P. Das et al. 2025 ), but compu-
ational effort is significantly reduced under this simplification, and 
ven more so with the computational optimization achieved in D25 . 

In this work, we will use also two circular hotspots, referred to as
T-U, where U is ‘unshared’, which refers to the two hotspots having
nshared parameters between each other. The two hotspots are not 
llowed to overlap and the hotspot with the smaller colatitude is
lways referred to as the ‘primary’ with the other as the ‘secondary’.

Regarding the non-pulsed accretion disc, D25 used DISKBB , a 
ulticolour disc blackbody (K. Mitsuda et al. 1984 ; K. Makishima

t al. 1986 ). No gravitational redshift or spectral hardening is
ncluded in this model. In addition, no interaction between the 
adiation of the disc and the star is implemented, such as obscuration
r reflection by the disc of the radiation from the hotspot. 
Here, we introduce a model component to the disc which is a

implified model to imitate a broadened (reflection) line. This is 
otivated by some evidence for a broadened line contribution around 
 keV in the residual found in the analysis with only an accretion
isc background detailed in Section 4 . To model the broadened line
e use a Gaussian distribution for the flux per energy 

line ( E) = N 

σ
√ 

2 π
e

− ( E−μ)2 

2 σ2 , (3) 
MNRAS 545, 1–20 (2026)
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M

Table 1. Model parameters and prior distributions. U (lower, upper) is a uniform distribution with lower and 
upper bounds and N ( μ, σ ) is a normal distribution with mean μ and a standard deviation σ . For normal 
distributions the cut-off is at 5 σ . The subscript p / s indicates these parameters exist for both primary and 
secondary hotspots, where secondary is only present for ST-U models (see the text in Section 2.2 ). 

Parameter (Unit) Description Prior density 

Pulsar 
D (kpc) Distance N (2 . 7 , 0 . 3) 
M (M�) Mass U (1 , 3)a or EoS informedb 

Req (km) Equatorial radius U (3 RG (1) , 16)a or EoS informedb 

cos i (–) Cosine inclination U (0 . 15 , 0 . 87) 
f (Hz) Pulsar frequency fixed at 401 
NH (1021 cm 

−2 ) ISM column density N (1 . 17 , 0 . 2) 

Hotspots 
φp / s (cycles) Phase U ( −0 . 25 , 0 . 75) 
cos θp / s Cosine colatitude U ( −1 , 1) 
ζp / s (deg) Angular radius U (0 , 90) 
Tseed , p / s (keV) Seed photon temperature U (0 . 5 , 1 . 5) 
Te , p / s (keV) Electron slab temperature U (20 , 100) 
τp / s (–) Thomson optical depth U (0 . 5 , 3 . 5) 

Disc 
Tin (log 10 K) Inner disc temperature U (5 . 06 , 6 . 84)c 

Rin (km) Inner disc radius U ( Req , Rco )d 

Gaussian Line 
μ (keV) Mean U (0 . 8 , 1 . 1) 
σ (keV) Standard deviation U (0 . 01 , 0 . 5) 
N (1037 photons cm–2 s–1 ) Normalization U (0 . 01 , 10) 

a These priors are also bound by the causality limit for compactness. RG (1) is the gravitational radius of 
M = 1 M�. More detail is given in the text in Section 2.3 . 
b In runs that use the EoS informed prior, this prior is replaced. More detail is given in the text in Section 2.3 . 
c These limits correspond to (0.01, 0.6) in keV. In D25 , Tin was also uniform in log 10 K, despite being 
incorrectly listed as uniform in keV. 
d Rco is a function of M and f . See Section 2.3 . 
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here E is the photon energy, N is the normalization, μ is the mean
nd σ is the standard deviation. 

In addition to modelling the source background with a blackbody
isc or blackbody disc with a broadened spectral line, we also
nclude a marginalized background as a more flexible alternative.
n RMP analyses, this feature has been used to capture non-source
ackground counts. However, in this case we use this feature to
eplace the disc model, and thus account for non-pulsed background
ounts that originate from the accreting environment around the star.
he non-source counts, although peaking at an estimated 2 per cent
f counts, are ignored here because they average out to much less
han 1 per cent of counts in the data. 

To use the marginalized background, an upper and lower bound
ust be imposed for each energy bin. The widest possible bounds are

ero counts for the lower bound and background counts matching the
ata for the upper bound. In preliminary testing, we found that setting
hese bounds led to biased background marginalization. Specifically,
he inferred background count rate would be biased to be significantly
igher if the true background count rate is near zero. To evade this
ituation, we constrain the background further by using a fiducial
ackground flux fi for each bin i and multiplicative ‘support’ factor
 around it: [loweri , upperi ] = [ fi /s , fi ∗ s ]. 

Expecting the background to be dominated by the blackbody
adiation from an accretion disc, we use a previously obtained fit
f the 2019 data with DISKBB for f . As discussed by D25 , it is
ifficult to disentangle the disc and star contributions with only
ICER data, so it is difficult to make a robust estimate for the
ducial disc. Nevertheless, we use the disc flux from scenario A
NRAS 545, 1–20 (2026)
n D25 , which is a fit of the 2019 NICER pulse profile of J1808. This
isc flux was found by fitting using a one hotspot model, and by
xing parameters M (mass), Req (equatorial radius), D (distance),
nd NH (neutral hydrogen column). We choose an arbitrary large
, initially at 100, with the aim of providing a sufficiently large
eviation space around the fiducial disc flux, and therefore reducing
he dependence on the initial choice for fiducial disc. However, we
ound the results still depend on this choice and we investigate this
urther in Section 4.2.2 . 

.3 Prior density distributions 

nother required ingredient of Bayesian analysis are prior probabil-
ty distributions, which encode a priori known information about the
odel parameters, i.e. before considering the data. Table 1 gives an

verview of the priors in the right-most column. The priors are mostly
dentical to those used in D25 . In this section, we describe the priors
ith a focus on changes compared to that paper. For some parameters
e also give a more detailed account of estimates in the literature

nd describe how those influenced the choices of priors here. 
Distance estimates of J1808 have been in the range 2–4 kpc.

ecently, matching 2019 data of Type-I X-ray bursts, A. J. Goodwin
t al. ( 2019 ) estimated 3.3+ 0 . 3 

−0 . 2 kpc. This estimate comes from a
omparison of the observed bursts with a theoretical ignition model
hich also takes into account other parameters including anisotropy,

uel composition, and NS mass and radius. More recently, D. K. Gal-
oway et al. ( 2024 ) reanalysed the same data with updated code and
stimated a smaller distance of 2 . 7 ± 0 . 3 kpc, where this reduction
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ppeared to be driven by higher burst anisotropy. We use a normal
istribution for the distance corresponding to this latest estimate. 
The hydrogen column density parameter NH has a large effect in 

he lower end of the NICER energy band (below 1 keV). Estimates for
H in the direction of J1808 have been done in the past. A. Patruno

t al. ( 2009 ) found (1 . 4 ± 0 . 2) × 1021 cm−2 deriving the equivalent
ydrogen column density by measuring the spectrum of J1808 from 

bsorption lines around the oxygen K absorption edge. A. Papitto 
t al. ( 2009 ) found a larger value of 2 . 14+ 0 . 02 

−0 . 03 × 1021 cm−2 when
tting the continuum spectrum. We use 1 . 17 × 1021 cm−2 as the mean
alue of a normally distributed prior for NH . This value was computed
ith the HEASOFT NH tool (NASA/GSFC High Energy Astrophysics 
cience Archive Research Center 2014 ) and the HI4PI map (HI4PI
ollaboration 2016 ), which is based on 21-cm radio observations 
nd reports values of the neutral hydrogen column to the edge of
he Galaxy. Because there is uncertainty in this value we use a large
= 0 . 2 × 1021 cm−2 with a cut-off at 5 σ so that this distribution

t least covers the values found in the literature. Note that in our
odel NH scales with the extinction contribution, but the energy 

ependence of the extinction is set by the relative abundances for the
nterstellar medium from J. Wilms, A. Allen & R. McCray ( 2000 ). 

As in D25 , we use flat and wide priors for the mass M . The
quatorial radius Req has a fixed lower limit at 3 RG 

(1) = 4 . 4 km
nd upper limit at 16 km, where RG (1) is the gravitational radius of
 = 1 M�. These two priors are modified by rejection of samples

hat have too high compactness: beyond the causality limit given 
y Rpole /RG ( M) > 2 . 9 (see e.g. S. Gandolfi, J. Carlson & S. Reddy
012 ), where Rpole is the polar radius. These M and Req priors are
ery wide and cover current dense matter models (see also T. E. Riley
t al. 2021 ). Results obtained here with these priors can in principle
e used to constrain EoS models, while remaining independent of any 
 priori assumptions on the EoS model, results from other pulsars,
ravitational waves (GWs), and nuclear experiments (T. E. Riley, G. 
aaijmakers & A. L. Watts 2018 ). 
Besides the previously used priors, we will also use an alternative 

et of priors for M and Req conditional on a choice of EoS model and
easurements from other studies. Because of the prior conditionality, 
PDs inferred using that prior will likely be consistent with studies

t is conditional on, so cannot be used to verify or test those
ther studies. Also due to the conditionality, these PPDs would be 
isqualified from usage in deriving further EoS constraints, at least 
ithout accounting for the fact that they are already conditional on 

n underlying EoS model choice and related parameter choices. 
A major motivation to use such an EoS-informed prior anyway, 

s that it would likely save significantly on computational time 
o explore a smaller prior space. While the results will not be
ndependent from other measurements, that is perhaps justified (at 
east in a Bayesian sense) given that we expect that the EoS is
niversal among NSs, and the now large number of mass–radius 
nferences from other works. For now, our goal is merely exploratory, 
.e. to test whether the informed prior leads to comparable evidences, 
nd how inferred parameters would be affected. 

We use as our EoS-informed mass–radius prior the recently 
onstrained dense matter EoS by N. Rutherford et al. ( 2024 ). They
erive a mass–radius PPD, which we use as a prior, through a
ayesian analysis of NICER pulsar data and tidal deformability 
easurements via GWs. They analyse these data with various options 

s their EoS model and priors. We choose their ‘New’ scenario, which 
orresponds to the green posterior in the bottom left panel of their
g. 5. This scenario includes recent N3 LO χEFT calculations of 
article interactions in dense matter by J. Keller, K. Hebeler & A.
chwenk ( 2023 ) up to a transition density and onwards parametrises
he EoS with a piecewise polytropic (PP) model. We use their results
ith a transition density at 1.5 n0 , where n0 is the saturation density. 
We apply their results by fitting a one-dimensional cumulative 

istribution function for both M and Req using all the samples. This
s a similar approach to that used by T. Salmi et al. ( 2024b ) for Req .
his simplification was necessary because jointly drawing a sample 

rom a two-dimensional prior is not straightforwardly possible in X- 
SI . Nevertheless, this is an acceptable simplification for our purpose,
hich is merely exploratory. When using this approach for headline 

esults, a two-dimensional fit would be recommended. 
There have been a number of studies that place constraints on

he inclination i of the system: To start, i < 82◦ was derived by
. Chakrabarty & E. H. Morgan ( 1998 ) from the absence of X-ray

clipses. J. Poutanen & M. Gierliński ( 2003 ) set a limit i > 65◦ from
odelling of pulse profiles. C. J. Deloye et al. ( 2008 ) derive i =

6◦–67◦ based on optical observations throughout the binary orbit, 
hich lead to constraints on the two masses and inclination. E. M.
ackett et al. ( 2009 ) find i = 51◦–63◦ at 90 per cent confidence,

rom joint fitting of the X-ray broad-band spectrum and Fe K α iron-
ine. A. Ibragimov & J. Poutanen ( 2009 ) constrain the inclination to
 = 50◦–70◦ based on modelling of the pulse profiles of the 2002
utburst, while J. J. E. Kajava et al. ( 2011 ) analyse the pulse profiles
f the 2008 outburst and estimate the inclination to be i = 58◦+ 4 

−6 . S.
. Morsink & D. A. Leahy ( 2011 ) analyse pulse profiles of multiple

pochs and set a limit of i > 41◦. (T. Di Salvo et al. 2019 ) find that
 > 50◦ based on the broad-band spectrum and iron-line. Finally, A.
. Goodwin et al. ( 2019 ) find i = 69◦+ 4 

−2 based on the analysis of
hermonuclear X-ray bursts. 

We set as upper limit i � 81◦, cos i > 0 . 15 (D. Chakrabarty & E.
. Morgan 1998 ). As a lower limit we use i � 30◦, cos i < 0 . 87,
hich leaves some extra room below the lower limits found by
revious studies. We use a uniform prior between these boundaries 
n cos i space to uniformly sample the viewing angle on a sphere. 

The parametrization of the hotspot geometry is simplified to 
ircles, meaning their position and shape are governed by the phase
, colatitude (or magnetic obliquity) θ , and angular radius ζ . We
se uniform priors that cover the full parameter space for these
arameters. To sample uniformly from a sphere, we adopt a uniform
rior on the cosine of the colatitude. New in this work compared to
25 is that we will allow two hotspots. These hotspots are mutually

ndependent and therefore not necessarily antipodal. However, as 
escribed in Section 2.2 , the hotspots are ordered and are not allowed
o overlap. In practice (during sampling) hotspots that do not adhere
o this rule are rejected before costly model computation. 

Similarly we adopt uniform priors for the parameters that govern 
he hotspot atmosphere: electron temperature Te , seed photon tem- 
erature Tseed , and optical depth τ , where the bounds are such that the
ull pre-computed data set by A. Bobrikova et al. ( 2023 ) is utilized. 

For the inner disc temperature Tin we use a broad prior, uniform in
og 10 T , with T in Kelvin. The lower boundary is at 5.06 (0.01 keV)
nd the upper boundary at 6.84 (0.6 keV). This covers a range
f values that have been inferred in other works, such as 0.2 keV
A. Patruno et al. 2009 ) and 0.3 keV (J. J. E. Kajava et al. 2011 ).

e note that higher values for Tin are inferred in spectral analysis
n other works that analyse the 2019 and 2022 NICER data, and
ontemporaneous AstroSat data (P. Bult et al. 2019 ; R. Sharma
t al. 2023 ; A. Kaushik et al. 2025 ). However, in these cases,
he seed temperature of the Comptonization component are tied to 
he Tin of the DISKBB model, meaning that the radiation from the
isc is Comptonized by a surrounding corona. This astrophysical 
ssumption, coupled with the absence of a NS hotspot component, 
eads to a higher Tin , around 0.5 to 1 keV. In contrast, in this work
MNRAS 545, 1–20 (2026)
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Figure 1. The outbursts of J1808 in 2019 and 2022. The shaded regions 
highlight the intervals within which data were extracted for this analysis. 
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e assume that the radiation from the hotspots is Comptonized at
he surface and that there is no corona. 

As a prior for the inner disc radius Rin , the value is uniformly drawn
etween the Req and corotation radius Rco = ( GM/ 4 f 2 π2 )1 / 3 , where
 is the gravitational constant. Note here that M is another parameter

n the model, so the prior will cut-off at a different value for each
ample. When making many draws from the prior, the shape looks
at and then slopes down at higher values of Rin . Rco is used as an
pper limit because outside this radius the accretion would be in the
ropeller regime (see e.g. section 4.1.2 of T. Di Salvo & A. Sanna
022 ), which is not expected during the peak of the outburst. If the
ystem is in the (weak) propeller regime it would be worth exploring
igher upper limits: simulations done by M. M. Romanova et al.
 2018 ) have shown that accretion can proceed when Rin exceeds Rco 

y a factor of a few. If the inferred Rin is close to the upper limit,
t could be prudent to explore alternative upper limits as well: D25
ound that the inferred mass was biased in their scenario B, in which
he injected Rin value was near the upper limit (see their section 6.3
or further discussion). 

 DATA  P R E PA R AT I O N  

.1 NICER observations 

n this work, we analyse NICER data from the 2019 and 2022
utbursts of J1808. Analysing two data sets separately allows for
 check of consistency for M, Req , D, NH , i between data sets,
hile other (hotspot) parameters may vary between outbursts. This

ection describes the preparation of both data sets. 
NICER is an external payload on the International Space Station ,

hich contains the X-ray Timing Instrument (XTI). The XTI houses
n array of 56 (52 operational) pairs of coaligned X-ray concentrator
ptics and silicon drift detectors in focal plane modules (FPMs).
he fast-timing capabilities in the 0.2–12.0 keV energy range, the
nprecedented effective area in the soft X-rays ( ∼ 1900 cm2 at
 keV), the 100 ns time-tagging accuracy afforded by the onboard
lobal positioning system receiver (K. C. Gendreau et al. 2016 ;
. LaMarr et al. 2016 ; G. Prigozhin et al. 2016 ), and the flexible

cheduling capabilities, make NICER the best current instrument to
rack the evolution of the X-ray pulsations of J1808. 

We conducted a preliminary analysis of the data where we
ltimately decided to make use of observations during intervals
here the brightness is around the peak. In the case of the 2019
utburst, as shown by Fig. 1 , we used observations between
019 August 10 and 2019 August 20 inclusive [a sub-set of
ObservationIDs’ (ObsIDs) starting with 258401]. For the 2022
utburst, observations between 2022 August 19 to 2022 August 26
nclusive (a sub-set of ObsIDs starting with 505 026 and 557401)
ere utilized. All of the observations were reduced and processed
ith HEASOFT v6.31.1 and the NICER Data Analysis Software

 NICERDAS ) v10a (2022-12-16 V10a) using the NICER calibration
ata base version xti20221001 . In constructing the good time
ntervals (GTIs) for scientific analysis, we imposed the following
ltering criteria: Earth limb elevation angle ELV > 15◦; bright
arth limb angle BR EARTH > 30◦; undershoot rate (per FPM;
ark current) of underonly range = 0 − 500 c / s ; overshoot rate (per
PM; charged particle saturation) of overonly range = 0 − 30 c / s ;
ICER transiting outside of the South Atlantic Anomaly; angular
ointing offset for the source of ANG DIST < 54′′ . These resulted
n roughly 132.4 ks and 71.3 ks of filtered exposure for the 2019
nd 2022 outbursts, respectively. 
NRAS 545, 1–20 (2026)
.2 Responses 

he instrument response converts source photons to counts detected
y NICER per energy bin. We first conducted a preliminary analysis
o assess whether individual response files are required for each
bsID analysed, or whether a representative response file would

uffice. We generated the ancillary response files (arf; encodes
ffective area information) and the response matrix files (rmf;
ncodes energy redistribution information) 1 for each ObsID using
he NICERARF and NICERRMF tasks (with detectors 14 and 34
isabled) as has been done in recent work for PSR J0740 + 6620
T. Salmi et al. 2024a ) and PSR J0437 −4715 (D. Choudhury et al.
024 ). For each of the 2019 and 2022 outbursts, we inspected the
ractional differences in the effective area curves (i.e. arfs) between
he ObsIDs. For the 2019 outburst, the largest fractional differences
ere on the order of 3 per cent; though looking further, we noticed

hat in one time interval within ObsID 2584010201, there were only
 detectors turned on (all other intervals had 50). For consistency,
e excised the time interval; 2 the fractional difference fell to ∼0.2
er cent. For the 2022 outburst, the differences were of the order ∼1
er cent. We also compared the fractional differences between the
veraged 2019 and averaged 2022 effective area curves, which was
bout 4.5 per cent. 

We did a similar exercise for the rmfs, and we found that over 99.8
er cent of the energy channels do not show significant deviations

https://heasarc.gsfc.nasa.gov/docs/nicer/analysis_threads/arf-rmf/
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Figure 2. Pulse profiles prepared from the peak of the 2019 and 2022 
outbursts of J1808. The top panels display the bolometric pulse profiles 
while the bottom panels display the energy-phase resolved pulse profiles. 
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rom an averaged rmf. Thus given the large fractional differences 
n the averaged effective area curves between the 2019 and 2022 
bservations, we constructed exposure-weighted average effective 
rea curves and rmfs for each individual outburst, using FTADDARF 

nd FTADDRMF , which are available within HEASOFT . 
To save on computational effort we exclude high energies where 

he count-rate is low. We restrict the instrument response (and 
orresponding data) to channels 0 to 570 (lower edge 0.3 keV until
pper edge 6.0 keV). For both data sets this restriction only excludes
 per cent of the counts. 

.3 Pulse profiles 

ere, we discuss the observational variability of the X-ray pulse 
rofile to justify our data selection choices. For each of the 2019
nd 2022 X-ray outbursts, we initially folded the X-ray photons 
sing the quadratic phase timing model presented in P. Bult et al.
 2020 ) and the linear phase model from G. Illiano et al. ( 2023 ). We
hen constructed custom local timing solutions for the data intervals 
pecified previously by fitting with PINT (J. Luo et al. 2021 ). 

While the flux changes substantially throughout the data selec- 
ions, we find that shapes of the pulse profiles are mostly stable. For
he 2019 outburst, the selected data cover the last part of the rise, the
eak, and much of the decline. The phase residual is small with the
aximum phase difference ∼0.05 cycles. Meanwhile, the fractional 

mplitude is in a range between 4.5 per cent and 5.5 per cent for
he first part of the data, but starting at August 18 (rebrightening
uring the decline) it rises to a maximum of 6.3 per cent. To study
he pulse shape evolution, we also compute the maximum difference 
n normalized count rates across ObsIDs in each phase bin and find
hat the difference stays within a maximum of 3 per cent. For the
elected data from the 2022 outburst, the data cover the peak of the
utburst and much of the decline. The maximum phase difference 
s larger compared to the 2019 outburst throughout, at ∼0.1 cycles. 
he fractional amplitude meanwhile decreases from 4.8 per cent to 
.7 per cent during the peak, but increases back up to a maximum of
.1 per cent during the decline. The shapes of the pulse profiles are
imilarly stable, but the maximum difference in normalized count 
ates peaks a bit higher at 4 per cent. 

The increase in pulse fraction correlates with a decline in flux 
nd is likely caused by the reduction in accretion rate. There could
hus be variability of model parameters related to accretion (e.g. 
seed , Tin , Rin , and θp / s ) which is averaged out within this data
election. The effect of ignoring parameter variability was studied 
ithin the context of TBOs by Y. Kini et al. ( 2023 ), and they found
 bias in inference of M and R. However, we recommend a separate
tudy with synthetic data to quantify any biases this could cause 
ithin this context, where the change in flux is smaller. Fig. 2 presents 

he pulse profiles that result from this data preparation. 

 RESULTS  

his section details the results of the analysis. Section 4.1 describes 
he results of the analysis done using a model with a single hotspot
ST). This section includes three different background treatment 
pproaches: Disc , Disc + Line , and background marginalization. 
owever, in all cases the best model fits left visible residual 

tructures. As a result, we also do PPM with a model that assumes
wo hotspots (ST-U) in Section 4.2 , which improves the residuals.
ere, we use two background approaches: Disc (Section 4.2.1 ) and 
ackground marginalization (Section 4.2.2 ). We also test background 
arginalization in the same section, and we test an alternative EoS-
nformed prior for mass and radius in Section 4.2.3 . 

Supplementary materials are provided separately, containing com- 
lete corner plots (which display the PPDs for all parameters) for all
odel and data combinations to which we apply PPM in this work.
lso shown there are projection plots of the NSs with hotspot patterns 

or the maximum a posteriori (MAP) samples. 

.1 Single hotspot 

his section describes the results of the PPM with a single hotspot
r ST model. Here, we combine the NS model with three different
pproaches to background modelling: ST-Disc, ST-DiscLine, and 
T-Marg. Fig. 3 shows the modelled pulse profiles of the MAP
amples for the 2019 data, where each row shows the result for
 different background approach. On the two right-most panels 
re the data and the residuals. The equivalent Fig. A1 for the
022 outburst can be found in the Appendix. There are no notable
ifferences in the results between the 2019 and 2022 data analysis
ith the single hotspot model. Here, we discuss the two data sets

ointly. 
Focusing on the ST-Disc model first, Figs 3 and A1 show that the
AP sample of this model leaves a large residual with the data. In

erms of spectral shape, the model is lacking a relatively narrow bump
n counts at around 0.8–1.1 keV, as well as below around 0.5 keV, and
verestimates counts between these bands. The hotspot produces the 
MNRAS 545, 1–20 (2026)
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M

Figure 3. MAP phase-energy resolved pulse profiles of various models. The panel titled ‘model’ displays the expected pulse profile with the parameters of the 
MAP sample. To the right the data and the right-most panel shows the normalized residuals between those two. In the panels left of the model, the decomposition 
into its constituent parts is shown. For all models, ‘hotspot’ shows the pulse profile of the hotspot. In the left-most panel(s), the background contributions from 

various background models are shown: Disc (top), Disc + Line (middle, separated), and the marginalized background (bottom). 
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ajority of the counts at 0.8–1.1 keV and is too spectrally broad to
apture this feature in the data. There is also some phase dependence
n the residual, which may indicate that there is some inaccuracy in
he modelling of the pulsations. The full phase-energy resolved fit
ives a χ2 / DOF of 36709/18227 for the 2019 data and 33901/18227
or the 2022 data, both corresponding to a p -value of < 10−99 . The
 -value is the probability of observing a χ2 > χ2 

obs given the model
osterior expected counts (based on 100 draws from the posterior
istribution). We conclude that this model does not explain the
ata. 
Since there is a possibility that a spectral line feature (also found by

. Sharma et al. 2023 ) could be the cause of the feature at 0.8–1.1 keV,
e added the Gaussian line (equation 3 ) to the model: ST-DiscLine.
or the MAP sample, we see that the spectral fit is improved, but

t still leaves a very narrow negative spectral line at the interface
etween the disc and the line at around 0.6 keV, indicating that this
ackground model consisting of a blackbody disc and broadened
ine is too simplistic to account for the data. Section 5 discusses
otential improvements to this model. There is some improvement
n the phase-dependent residual, although some clustering is left,
otably above 0.6 keV. As in with ST-Disc, this could point at
ome shortcoming in the modelling of the pulsations. The fit gives
 χ2 / DOF of 21920/18224 for the 2019 data (corresponding to a
 -value 3 . 2 × 10−74 ) and 22462/18224 for the 2022 data ( p -value of
 . 4 × 10−95 ). We conclude that this model also cannot produce these
ata. 
Thirdly, we employ the marginalized background model. This
odel has more flexibility and should therefore result in better
NRAS 545, 1–20 (2026)
pectral fits. And indeed, Figs 3 and A1 show that this model is able
o account for the spectral residual features. The χ2 / DOF measure
mproves significantly at 19063/18227 ( p -value of 8 . 2 × 10−6 ) for
he 2019 data and 19010/18229 ( p -value of 2 . 7 × 10−5 ) for the
022 data. Clustering in the energy-phase residuals is still visible.
his gives us high confidence that even with an ideally flexible
ackground, the single hotspot model cannot explain the data. 
We also see that the marginalized background spectrum associated

o the MAP sample (meaning this background maximizes the
ikelihood for the MAP sample) in ST-Marg is brighter than the
isc and the Disc + Line . Consequently, the pulsations from the
otspot are dimmer. In the higher energy band, at above ∼2 keV,
he marginalized background becomes restricted below the upper
imit (discussed in Section 2.2 ) at fi ∗ s, where s is the support
actor, set to 100. Any potential bright phenomena above ∼2 keV
re thus implicitly assumed to come from the hotspot. Because
he background component nears the upper limit of its support
oundary, we test the effect of varying s on the PPM analysis in
ection 4.2.2 . 
For all of these models, the residuals and fit statistics indicate

hat there are significant deficiencies in the modelling. Because of
his, the inferred posterior distributions for the model parameters are
ot an authoritative indication for the system parameters, but they
re none the less provided in Table A1 in the Appendix, with an
verview of the fit statistics. The phase dependent residuals were
resent throughout all three background approaches, and because
f this deficiency we next increase the complexity of the hotspot
odelling by adding another hotspot. 
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Table 2. Overview of the posterior median values and 68 per cent CIs of all the parameters of all ST-U model configurations. The header shows more information 
about each analysis: which NICER data set was analysed, the support factor s, live points, and the difference in log evidence compared to the equivalent ST run, 
χ2 fit metric of the posterior expected model counts, degrees of freedom and the p -value calculated from the two aforementioned metrics. 

Model ST-Ud ST-Um ST-Um ( s = 1000) ST-Ume 
Data set 2019 2022 2019 2022 2019 2022 2019 2022 
s – – 100 100 1000 1000 100 100 
Live points 2000 2000 2000 2000 1000 1000 1000 1000 

ln 
(

ZSTU 
ZST 

)a 

2071 1139 303 321 1108 1130 248 317 

χ2 32 551 31 596 18 409 18 321 18 335 18 267 18 528 18 350 
DOF 18 221 18 221 18 223 18 223 18 223 18 223 18 223 18 223 
p -value < 1e-99 < 1e-99 0.17 0.30 0.28 0.41 0.06 0.25 

Parameters 

M (M �) 2 . 989+ 0 . 002 
−0 . 003 2 . 779+ 0 . 005 

−0 . 005 2 . 00+ 0 . 06 
−0 . 06 1 . 93+ 0 . 08 

−0 . 09 1 . 82+ 0 . 06 
−0 . 07 1 . 79+ 0 . 06 

−0 . 07 1 . 98+ 0 . 12 
−0 . 14 1 . 46+ 0 . 18 

−0 . 17 

Req (km) 13 . 016+ 0 . 009 
−0 . 008 12 . 09+ 0 . 02 

−0 . 02 8 . 7+ 0 . 3 
−0 . 3 8 . 3+ 0 . 4 

−0 . 4 8 . 1+ 0 . 3 
−0 . 3 7 . 8+ 0 . 3 

−0 . 3 13 . 0+ 0 . 3 
−0 . 4 12 . 4+ 0 . 3 

−0 . 3 

D (kpc) 1 . 3207+ 0 . 0011 
−0 . 0011 1 . 2870+ 0 . 0016 

−0 . 0014 3 . 58+ 0 . 11 
−0 . 14 3 . 15+ 0 . 13 

−0 . 17 3 . 53+ 0 . 11 
−0 . 12 3 . 24+ 0 . 11 

−0 . 13 2 . 23+ 0 . 15 
−0 . 13 2 . 70+ 0 . 19 

−0 . 19 

NH (1021 cm 

−2 ) 1 . 0767+ 0 . 0008 
−0 . 0008 0 . 9565+ 0 . 0017 

−0 . 0021 1 . 25+ 0 . 06 
−0 . 06 0 . 91+ 0 . 09 

−0 . 07 1 . 16+ 0 . 06 
−0 . 06 0 . 82+ 0 . 07 

−0 . 07 1 . 53+ 0 . 06 
−0 . 05 1 . 12+ 0 . 07 

−0 . 07 

i (deg) 29 . 60+ 0 . 02 
−0 . 02 29 . 61+ 0 . 04 

−0 . 04 70 . 7+ 2 . 3 
−3 . 0 59 . 7+ 3 . 3 

−4 . 5 73 . 2+ 2 . 6 
−3 . 6 61 . 7+ 4 . 4 

−4 . 4 30 . 7+ 1 . 4 
−0 . 8 33 . 9+ 3 . 5 

−2 . 6 

φp (cycles) 0 . 3153+ 0 . 0012 
−0 . 0010 0 . 141+ 0 . 004 

−0 . 003 0 . 101+ 0 . 008 
−0 . 007 −0 . 018+ 0 . 013 

−0 . 015 0 . 093+ 0 . 013 
−0 . 011 −0 . 024+ 0 . 013 

−0 . 013 0 . 050+ 0 . 010 
−0 . 011 −0 . 087+ 0 . 018 

−0 . 017 

θp (deg) 5 . 82+ 0 . 03 
−0 . 03 5 . 20+ 0 . 11 

−0 . 10 19 . 5+ 0 . 7 
−0 . 7 23 . 9+ 1 . 1 

−1 . 3 18 . 1+ 0 . 8 
−1 . 0 23 . 9+ 1 . 3 

−1 . 2 7 . 7+ 0 . 3 
−0 . 3 6 . 4+ 0 . 5 

−0 . 5 

ζp (deg) 47 . 13+ 0 . 07 
−0 . 05 59 . 27+ 0 . 18 

−0 . 16 84 . 2+ 3 . 2 
−3 . 3 88 . 4+ 1 . 1 

−2 . 4 79 . 9+ 3 . 0 
−2 . 9 87 . 0+ 1 . 8 

−2 . 4 31 . 9+ 2 . 8 
−2 . 4 49 . 6+ 4 . 8 

−4 . 9 

τp ( −) 2 . 630+ 0 . 003 
−0 . 003 2 . 607+ 0 . 003 

−0 . 003 1 . 37+ 0 . 03 
−0 . 02 1 . 66+ 0 . 05 

−0 . 05 1 . 317+ 0 . 019 
−0 . 016 1 . 58+ 0 . 05 

−0 . 04 1 . 54+ 0 . 02 
−0 . 02 1 . 64+ 0 . 06 

−0 . 05 

Tseed , p (keV) 0 . 5369+ 0 . 0004 
−0 . 0004 0 . 5445+ 0 . 0007 

−0 . 0008 0 . 892+ 0 . 013 
−0 . 013 0 . 914+ 0 . 013 

−0 . 015 0 . 940+ 0 . 010 
−0 . 011 0 . 965+ 0 . 015 

−0 . 015 0 . 699+ 0 . 016 
−0 . 018 0 . 640+ 0 . 022 

−0 . 018 

Te , p (keV) 21 . 91+ 0 . 07 
−0 . 06 20 . 56+ 0 . 05 

−0 . 05 56 . 7+ 5 . 0 
−4 . 0 39 . 3+ 3 . 3 

−2 . 9 85 . 1+ 9 . 0 
−9 . 0 47 . 1+ 5 . 2 

−4 . 7 59 . 5+ 3 . 6 
−3 . 0 41 . 1+ 3 . 1 

−2 . 8 

φs (cycles) 0 . 5453+ 0 . 0004 
−0 . 0004 0 . 400+ 0 . 002 

−0 . 002 −0 . 054+ 0 . 005 
−0 . 005 −0 . 189+ 0 . 005 

−0 . 006 −0 . 059+ 0 . 005 
−0 . 004 −0 . 194+ 0 . 005 

−0 . 005 −0 . 083+ 0 . 005 
−0 . 005 −0 . 231+ 0 . 005 

−0 . 005 

θs (deg) 52 . 18+ 0 . 12 
−0 . 10 124 . 1+ 0 . 3 

−0 . 3 148 . 4+ 2 . 9 
−4 . 0 139 . 3+ 4 . 4 

−5 . 5 141 . 1+ 4 . 1 
−6 . 7 132 . 0+ 6 . 1 

−6 . 6 151 . 8+ 4 . 6 
−5 . 7 146 . 3+ 3 . 9 

−4 . 7 

ζs (deg) 5 . 835+ 0 . 017 
−0 . 015 6 . 62+ 0 . 06 

−0 . 05 48 . 8+ 2 . 8 
−3 . 5 41 . 8+ 2 . 2 

−1 . 9 47 . 5+ 3 . 4 
−4 . 3 42 . 2+ 2 . 5 

−1 . 8 38 . 0+ 6 . 9 
−7 . 4 50 . 7+ 6 . 1 

−7 . 4 

τs ( −) 0 . 507+ 0 . 004 
−0 . 003 0 . 511+ 0 . 010 

−0 . 006 0 . 69+ 0 . 17 
−0 . 11 0 . 82+ 0 . 18 

−0 . 16 1 . 33+ 0 . 09 
−0 . 11 1 . 13+ 0 . 12 

−0 . 14 0 . 89+ 0 . 10 
−0 . 13 1 . 08+ 0 . 18 

−0 . 20 

Tseed , s (keV) 1 . 0248+ 0 . 0011 
−0 . 0012 1 . 083+ 0 . 003 

−0 . 003 0 . 683+ 0 . 018 
−0 . 020 0 . 731+ 0 . 018 

−0 . 022 0 . 74+ 0 . 02 
−0 . 02 0 . 785+ 0 . 019 

−0 . 018 0 . 517+ 0 . 007 
−0 . 004 0 . 526+ 0 . 017 

−0 . 010 

Te , s (keV) 28 . 4+ 1 . 1 
−1 . 2 21 . 1+ 0 . 5 

−0 . 4 58 . 9+ 21 . 8 
−18 . 6 35 . 8+ 11 . 6 

−9 . 0 22 . 6+ 2 . 8 
−1 . 6 23 . 2+ 4 . 0 

−2 . 0 24 . 4+ 4 . 5 
−2 . 6 27 . 6+ 8 . 7 

−4 . 9 

Rin (km) 39 . 651+ 0 . 015 
−0 . 022 38 . 64+ 0 . 04 

−0 . 05 – – – – – –

Tin (keV) 0 . 10299+ 2 e−05 
−2 e−05 0 . 11806+ 5 e−05 

−6 e−05 – – – – – –

Note. a For legibility, the increase in log evidence compared to the corresponding ST runs have been displayed, rather than the log evidence values individually. 
For ST-Ud, the corresponding log evidences are from ST-Disc. For all ST-Um and ST-Ume runs, the corresponding log evidences are from ST-Marg. Because 
the Disc and marginalized background employ different log likelihood functions, the evidence values cannot be compared between Disc and marginalized 
background approaches. Evidences are also specific to their respective data sets and cannot be cross-compared. 
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.2 Two hotspots 

his section presents the results of the analysis with two hotspots
n the ST-U configuration: two single-temperature hotspots with 
nshared parameters. Similar to Section 4.1 , we discuss both 2019 
nd 2022 data sets jointly, but highlight noteworthy differences where 
resent. 
We use two background approaches: the Disc model (Sec- 

ion 4.2.1 ) and background marginalization (Section 4.2.2 ). The 
isc + Line model was omitted here due to computational limita- 

ions. This is the most expensive model to sample due to it having the
ighest number of parameters. In Section 4.2.2 , we also investigate 
he robustness of the background marginalization approach by 
arying the support boundary. In addition, we also analyse the data 
ets with a more restricted M − Req prior in Section 4.2.3 , based on
oS models and the results of PPM analysis of other NSs. Table 2
hows an overview of the inferred parameters and fit statistics for all
T-U model configurations. Evidence ratios are given compared to 

he ST variant of each model. Below we discuss the results of each
odel configuration separately. 
.2.1 Disc background: ST-Ud 

s can be seen in Table 2 , including the second hotspot leads to
 highly significant increase in evidence for both data sets. Fig. 4
hows the breakdown into model components, and Fig. 5 shows the
ame at three representative NICER channels at 0.5, 2, and 1 keV.
he top right panel of Fig. 4 and bottom panels of Fig. 5 show the

esidual between the ST-Ud model and the 2019 data, which is still
 bad fit despite the second hotspot. The χ2 / DOF is 32551/18221
 p -value of < 10−99 ). 

While residual features in the phase direction are at least con-
istent, now forming horizontal bands, the residual features in the 
pectral direction remain significant. From this it becomes clear that 
he two hotspots can account well for the pulsation, but are too
pectrally broad to account for the spectral features in the data.
ompared to ST-Disc, the primary hotspot contribution is more 
hase-independent, and the very small secondary hotspot introduces 
he right phase dependence to the overall pulse profile. The disc
ontributes to the radiation below 1 keV but only the hotspots at
 keV and above. The equivalent plots for the 2022 data, Figs A2
MNRAS 545, 1–20 (2026)
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M

Figure 4. Data and modelled pulse profiles of the MAP samples, where the pulse profiles are also decomposed in their contributions from primary and secondary 
hotspots, and background contributions. 

Figure 5. Pulse profiles of the MAP samples in three representative NICER channels for the ST-Ud and ST-Um configurations. In the top panels, the data 
(in black) and total posterior predicted pulse profiles (i.e. spots and either disc or marginalized background contribution, solid lines) are shown along with the 
separate contributions of the primary (dash–dotted lines) and secondary hotspots (dotted lines). In the bottom panels, the residual counts (data-model) are shown 
in each representative channel, with the ±1 σ Poisson errors. 
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nd A3 , are displayed in the appendix and the above statements
old true there as well. The only notable difference is that the fit to
hat data leads to the disc being brighter. In that case χ2 / DOF is
1596/18221, corresponding also to a p -value of < 10−99 . 
NRAS 545, 1–20 (2026)
The accretion rates corresponding to the inferred M, Rin , Req , and
in (equation 3.23 in J. E. Pringle 1981 ) are ∼ 1 . 9 × 10−12 M� yr−1 

nd ∼ 3 . 3 × 10−12 M� yr−1 for the 2019 and 2022 data, respectively.
hese rates are much lower than expected from J1808 based on
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Figure 6. Phase-summed spectra of the data and inferred ST-U components: 
backgrounds (solid lines) and combined hotspots (dash–dotted lines). The 
highest solid line (in black) is the spectrum from the 2019 NICER data 
of J1808. The second solid line from the top (in green) is the inferred 
marginalised background of the ST-Um analysis with s = 1000. The third 
solid line from the top (in orange) is the inferred marginalised background of 
the ST-Um analysis with s = 100. The dotted line is a DISKBB fit to the inferred 
marginalised background. The bottom solid line (in blue) is the inferred disk 
background of the ST-Ud analysis. The shaded backgrounds indicate the 
region allowed by the support boundaries in the background marginalization. 
Finally, the dash dotted lines are the inferred hot spot spectra to the solid lines 
of respective colours. 
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ndependent estimates, for example 1 . 4 − 1 . 6 × 10−10 M� yr−1 (S.
asten, T. E. Strohmayer & P. Bult 2023 ), based on the first hydrogen-

riggered X-ray burst during the 2019 outburst. 
Alongside the bad fits, we also see some inferred parameters 

pproaching the edges of the priors, with many parameter values 
eing similar to ST-Disc (Table A1 ). Near the upper limit of the prior
re M and Rin , and near the lower limit are D and i. The CIs appear
uch smaller than we expect from D25 . This is likely produced by a

harp decline in likelihood surface on one side of the posterior, and
he prior edge on the other. 

Overall, the bad fits and inferred parameters at edges of the 
riors signal that a major piece of physics is missing in this model.
ection 5.3 discusses recommendations for accretion disc modelling. 

.2.2 Marginalized background: ST-Um 

he fit of ST-Um is much better, as shown in the lower right-most
anels of Figs 4 and A2 and bottom panels of Figs 5 and A3 . The
2 / DOF for the 2019 data is 18409/18223 ( p -value of 0.17) and for

he 2022 data is 18321/18223 ( p -value of 0.30), indicating that these
odels could reasonably produce this data. An improvement was 

lready achieved with the ST-Marg model over the ST-Disc model, 
ut with ST-Um the phase dependence of the model is improved 
urther. Compared to ST-Ud, the background is much brighter, 
eading to dimmer pulsed radiation from the hotspots. This is the 
ame effect that was seen when going from ST-Disc to ST-Marg.
lso notable is how the pulse profile of the individual hotspots is
uite different, with the primary being dimmer and with a higher 
ulse fraction, while the secondary is offset in phase compared to 
T-Disc. All the above statements are also true for the 2022 data,
ith the only notable difference being a brighter background. 
Table 2 also shows that the inferred NS parameters with this model

ave shifted significantly compared to the parameters also present in 
T-Marg. For both data sets, M is now inferred to be around 2 M�
nd the Req is small at 8–9 km. While for ST-Disc and ST-Ud the star
s viewed from near the pole, for ST-Marg and ST-Um, it is viewed

ore from near the equator. For ST-Um, there are two similarly sized
arge hotspots in opposing hemispheres near the rotational axis. This 
ontrasts against the single (very) large hotspot, covering around half 
he star, centred around the rotational axis. The overall result for ST-
m, with the reduction in size of the primary hotspot and shift in
iewing angle, is that much of the constant component of the pulse
rofile of the primary has now been offloaded to the background. 
hese results highlight the potential usefulness of tight priors on 

nclination, hotspot colatitude and angular radius. 
We study the spectral shape of the marginalized background by 

tting DISKBB to it. Fig. 6 shows the phase-summed spectrum of
he 2019 data, along with the marginalized background. We find 
 best fit with the DISKBB model to that background shown as the
otted line. The best fit is given by Tin = 0 . 27 keV and Rin = 27 km,
hich are reasonable parameters within the priors defined in Table 1 .
he corresponding accretion rate is still low, but closer to the value
xpected for J1808 at Ṁ = 4 . 3 × 10−11 M� yr−1 . While the best fit is
ood above 1.1 keV, the deviations below that energy are significant 
nd resemble the residuals found from the ST-Ud analysis. This 
eviation confirms that DISKBB alone is not a sufficient model to fully
apture the shape of the low-energy component, underlining the need 
or improved physics in the modelling. We discuss potential model 
mprovements in Section 5 . The analogous Fig. A4 for the 2022 data
s given in the Appendix, and the fit there leads to similar results:
in = 0 . 27 keV, Rin = 24 km, and Ṁ = 3 . 3 × 10−11 M� yr−1 . 
The methodology employed to infer the background in the ST-Um 

odel takes as input a user-defined support factor s. Initially we
ad chosen an arbitrarily large value s = 100. However, even with
his large value the inferred background is restricted above around 
 keV. Therefore, it is likely that 100 was not large enough to be
nrestrictive. 
Figs 6 and A4 present how the inferred background is affected

hen s is increased to 1000 for the 2019 and 2022 data, respectively.
or both data sets, even though the marginalized backgrounds 
pproach the upper boundary only at relatively high energy ( ∼2 keV)
here there are relatively few counts, it is still clear the the increase
f s from 100 to 1000 has a significant effect on the marginalized
ackgrounds. 
Figs 4 and A2 show that the overall fit quality improves slightly

y eye. The χ2 / DOF values improve: 18335/18223 ( p -value of 0.28)
or the 2019 data and 18267/18223 ( p -value of 0.41) for the 2022
ata. Table 2 also shows that the evidence is significantly better, and
hat the parameter values also make notable shifts (beyond 68 per
ent CIs). For example, M decreases from 2 . 00+ 0 . 06 

−0 . 06 to 1 . 82+ 0 . 06 
−0 . 07 M�,

nd Req decreases from 8 . 7+ 0 . 3 
−0 . 3 to 8 . 1

+ 0 . 3 
−0 . 3 km. This brings to light a

ependency of the results on this value for s. Section 5 discusses the
mplications of these results and recommendations for the approach 
or background modelling going forward. 

.2.3 EoS informed prior and marginalization background: 
T-Ume 

ll the analyses mentioned so far explore the whole M –Req space
ith wide priors in M and Req . Given that the inferred radii with
T-Um were small, it is worth asking whether bad fits would be
btained if radii were restricted to the range inferred from contem-
orary EoS theory and measurements. To address this question, this 
ection shows the results of the ST-Ume analysis, which is the same
s ST-Um, but we include EoS information in the prior for M and
MNRAS 545, 1–20 (2026)
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eq by taking the EoS inference results of N. Rutherford et al. ( 2024 )
s discussed in Section 2.3 . 

To start, we confirm that, as hypothesized, the sampling process
equired fewer computational resources. We find that for example
he EoS-informed run with 2019 data is of lower computational cost
y a factor of ∼ 2 . 5 (i.e. reduced to 8000 core-hours compared to
0000). 
Next, to investigate the change in fit quality, the MAP pulse profiles

nd residuals for this analysis are shown in the bottom panels of Figs 4
nd A2 . Focussing on the 2019 data first, we find that the χ/ DOF
t metric has worsened to 18528/18223 ( p -value of 0.06), and that

he ST-Ume analysis yields moderately worse log-evidence values
54 in ln-space). Visually there are no clear changes in the residuals.
his result slightly favours the usage of the ST-Um model, meaning

t has a slightly better capability to fit the data well. For the 2022
ata however, the worsening of the χ/ DOF metric is even smaller,
o 18350/18223 ( p -value of 0.25), and this time the log-evidence
arginally decreases (4 in ln-space). Overall, these results do not

obustly indicate that either model should be preferred, or that the
sage of the EoS-informed prior reduces the fit to the data. 
Next, we report the inferred parameter values. We see in Table 2

hat for the 2019 data, the inferred Req values are now higher, going
rom around 8–9 km, to around 12–13 km. While the inferred M 

s roughly the same at 1 . 98+ 0 . 12 
−0 . 14 M�, it has shrunk significantly for

he 2022 data to 1 . 46+ 0 . 18 
−0 . 17 M� and is now in tension with the mass

nferred from the 2019 data. Also, for both data sets the preferred
eometries have shifted. The viewing angle is now closer to the
otational axis, similar to the ST-Ud result. For both data sets the
otspots are still on opposing hemispheres. For the 2019 data, both
otspots have shrunk significantly ( ζp down by ∼ 52◦, ζs down by

11◦), while for the 2022 data the primary shrinks (by ∼ 39◦) and
he secondary grows (by ∼ 9◦). Based on both inferred geometries
nd broken-down pulse profiles, it appears that a separate solution is
ound compared to the ST-Um solution. Here, the secondary hotspot
ecomes hidden for a portion of the rotation. This is compensated
y the primary hotspot which is always in view now and produces a
ower pulse amplitude. 

A sub-set of inferred parameters should be consistent between
utbursts and models. Fig. 7 shows the posterior distributions from
he ST-Um and ST-Ume analyses (with s = 100), of these parameters:

ass M , equatorial radius Req , compactness, 3 distance D, and
nclination i. The ST-Ud analysis has been omitted from discussion
ere because the residuals are too large and model improvement is
equired. 

Rather than being mutually consistent, the posterior distributions
ppear to be separated into two modes, mode 1 has small Req (high
ompactness) and mode 2 has large Req (low compactness). The
eparation in these modes is also visible in the inclination and a
ub-set of primary hotspot parameters: mode 1 has high inclination,
arge θp , large ζp , and large Tseed . For the remaining parameters
his separation is not (clearly) visible. Especially for the secondary
otspot the posteriors are wide and overlapping. While the ST-Um
un with 2019 data only has significant posterior probably in mode 1,
he 2022 data show significant posterior probability for both modes.
oth ST-Ume runs select mode 2 due to their radius priors being
onfined to larger radius. 

The inference of M is not divided by the two modes and we
ee a broad allowed distribution between 1.3 and 2.1 M�. D and
NRAS 545, 1–20 (2026)

 Displayed as M/Req , but it is the gravitational radius for mass M , GM /c2 , 
ivided by Req . 

 

e  
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m  
H occupy a broad range covering much of their Gaussian priors.
or both of them there is a weak divide between mode 1 and 2,
eaning that a more precise estimate of both of these parameters
ould be somewhat helpful in distinguishing between the two
odes. The parameters i, θp , and ζp occupy a broad range as well,

ut for those parameters there is a strong divide between mode
 and 2, meaning constraints on those parameters would be very
ffective in distinguishing between the two modes. φp , τp , Te , p are
ightly confined compared to their priors, and are not split along
he two modes. τp , Te , p show some slight mutual degeneracy. Of
he parameters of the secondary hotspot, θs , ζs Te , s , and τs are
verlapping, while φs and Tseed , s are split between modes 1 and 2. 

 DI SCUSSI ON  

.1 Key findings and implications 

e analysed the NICER data of the 2019 and 2022 outbursts of
1808, carrying out PPM for the accretion-powered pulsations in
he peak of the outburst. We find that a single hotspot model is
nsufficient to fit the data for all three approaches considered here
or modelling the accretion disc. A two-hotspot model still did not
xplain the data well when fitting the accretion disc with a physical
odel, DISKBB . This led to spectral residual features below around

.1 keV. The peak at 0.8–1.1 keV could correspond to the presence of
a blend) of broadened reflection lines off the inner disc edge. That
esult implies more physics is needed in the accretion disc model to
roperly account for the data. 
The two-hotspot model is able to explain the data well if a very

exible marginalized background approach is used to account for
he accretion disc background. However, even then the inferred
ackground spectrum and NS parameters, including mass and radius,
re found to cover a wide range depending on the user-specified
rbitrary upper limit for background counts. No physics has yet been
sed to inform these upper limits, and more work is needed to define
ppropriate limits. 

An exploratory run was also done with the same background
pproach but with a constrained prior on mass and radius based
n dense matter theory and measurements. This shifted inferred
arameters, but did not significantly reduce fit quality or model
vidence, suggesting that the J1808 data are not in tension with
revious EoS constraints. 
Taking all these points together, the reported inferred parameters

ere are not final but are subject to further refinement pending
odel improvements. In the sections below, Section 5.2 compares

he results obtained here to previous results by S18 . Sections 5.3 to
.5 discuss further caveats and recommendations, including those
lready touched upon above, in more detail. 

.2 Comparison to Salmi et al. ( 2018 ) 

18 use a similar Bayesian framework to analyse pulse profiles to
ut parameter constraints on J1808. They used RXTE data from
998 with energy channels ranging from 3 to 18 keV, divided into 16
hase bins and 24 energy channels. At this higher energy, the disc
lackbody contribution is small, so they omit this component. This
lleviates the degeneracy between disc blackbody and NS that we
ad to contend with in modelling NICER data. 

However, unlike in this study, they did need to account for higher
nergy phenomena. These are an iron line at 6.4 keV as well as
he Compton reflection continuum above 10 keV. They obtained

oderate fits with the J1808 data and retrieved a somewhat low value
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Figure 7. Marginal posterior distributions of the ST-Um ( s = 100) and ST-Ume analyses for both 2019 and 2022 data sets of parameters that should be consistent 
between the 2019 and 2022 outbursts of J1808. Listed parameter values above the diagonal are median values along with 68 per cent CIs. On the diagonal 
are marginal posterior distributions for each parameter (solid lines), and prior distributions (dash–dotted lines). In the bottom triangle are two-dimensional 
marginal posterior distributions of all pairwise combinations of parameters. Elongated contours are indicative of degeneracies between parameters. Contours in 
the two-dimensional plots are the 68, 95, and 99.7 per cent credible levels. 
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or M = 1 . 13+ 0 . 13 
−0 . 06 M� and a very low value Req = 5 . 8+ 0 . 9 

−0 . 7 km, which
hey noted is outside expectations for modern EoSs. They also present 
 grid of posterior distributions for various parameters conditional on 
 grid with fixed mass values. Their results are somewhat compatible 
ith the high radius mode found here, but highly in tension with

he low radius mode. In addition, their inferred inclination stays 
t around 80◦ regardless of the mass. Also, above 1.8 M�, their
nferred distance shoots quickly up to their upper boundary at 6 kpc.
ur inferred parameters are in tension with these results for both
odes. Our low radius mode fits better with their inferred distance

nd inclination, but its high mass is in strong tension. Our high radius
ode is compatible with their mass and radius, but prefers a lower
MNRAS 545, 1–20 (2026)
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nclination. Taken together, these discrepancies suggest more work
s needed on the modelling and that high energy data would place
aluable complementary constraints on mass and radius estimation
ith the PPM technique for AMPs. These results also underscore

he importance of robust inclination estimates for mass and radius
stimation. 

It is also notable that S18 find much smaller hotspots across
heir mass grid, with angular radii ranging between 10◦ and 30◦.
lthough it should be noted that their prior upper limit was smaller

t 40◦, this still suggests that simultaneous high energy data alongside
ow energy data could play a role in pinning down the relative
ontribution of the disc versus NS hotspots in the non-pulsed low
nergy component. 

.3 Accretion disc (background) modelling 

odelling the background with a blackbody disc model left similar
ooking spectral residuals with both one and two hotspots. These are
 relatively narrow bump in the data at around 0.8–1.1 keV, as well
s around 0.5 keV. It turned out this spectral shape is too narrow to be
eproduced by a combination of a disc blackbody and NS hotspot(s).

A deviation from the assumed solar elemental abundances in
he line-of-sight absorption, represented in the effective NH , could
ause this deviation. However, spectral fitting of the phase-averaged
pectrum with XSPEC , freeing the elemental abundances of O, Fe,
nd Ne (which have their absorption edges in this energy range),
ed to only marginal improvement and did not resolve the residuals.
n top of this, C. Pinto et al. ( 2014 ) studied the absorption lines of

1808, and found the elemental abundances in the line of sight to be
onsistent with solar abundances. 

The residuals could be caused by broadened reflection lines (R.
harma et al. 2023 ; P. Chakraborty et al. 2024 ), so we also modelled

he background as a disc blackbody with a Gaussian line feature.
e only tried this with one hotspot due to limited computational

esources. 4 This improved the residuals moderately, but still left a
inor spectral feature at the interface of the disc and line components

t 0.6 keV. 
This motivated the use of the final background approach: back-

round marginalization. This approach is very flexible: there is no
nderlying physics model required and the background counts in
ach energy channel are independent from each other. As expected,
e found a significant improvement in the spectral fit, but with one
otspot some phase-dependent residuals still remained. With two
otspots, the residuals improved yet further, with the data now being
ell accounted for in both the spectral and phase dimensions. 
However, it is important to note that the inferred marginalized

ackground depends on a pre-defined lower and upper boundary. The
oundaries were defined as [ f /s , f ∗ s ], where s is a multiplicative
upport factor, where f is the flux of a fiducial disc model. Upon
sage of a larger s = 1000 instead of 100, we found a significant
ncrease in the log evidence. However, it is not sure yet if this value
ould be sufficient (or too large) to represent the physical accretion
isc flux. 
Although the background only reached the upper boundary at ∼ 2

eV, the whole background spectrum was shifted depending on s,
s shown by Figs 6 and A4 . This shift is possible due to the fact
hat from NICER pulse profiles alone, the accretion disc cannot be
istinguished from the non-pulsed hotspot radiation. Hotspots can
NRAS 545, 1–20 (2026)

 The limitation is caused by the increase in the number of parameters, which 
ncreases the sampling cost. 

a  

a  

o  

m

lso produce a non-pulsed component, as long as at least some part
f them is continuously in view during one rotation. This was the case
n the obtained solutions here too, as shown in Figs 4 and A2 . More
ccurate hotspot modelling, discussed in Section 5.4 , could reduce
he degeneracy here. In the end, both the choice in boundary s and
ducial disc flux f will rule out some parameter space, shifting the
osterior distributions of parameters. Synthetic data studies could
e done to quantify the shift of parameter posteriors and produce
ecommendations for fiducial disc models and background boundary.

Given the dependency of the results on s, it would be preferable
ot to use an arbitrary boundary. However, in preliminary tests with
ynthetic data, we found in cases where no support boundary is used
nd where s is large (i.e. s � 100), the analysis is prone to biases.
pecifically, if in some channels the true background has a near-
ero count rate, but a higher background is allowed, this typically
eads to an overestimated background and biases to many of the
tar parameters. However, more testing is warranted, for example to
nalyse whether the usage of more live points could also resolve this
ias. This has not been done yet due to the computational cost. 
The best solution would be to use a fully physics-based accretion

isc model. However, the model used so far produces large residuals,
o some physics must be missing. The Gaussian line we used for
ne hotspot still left a small spectral feature, so even if a line
eature is the right idea, this model is probably too simplistic. To
ccount for this, using a more sophisticated disc reflection model
uch as XILCONV as used by S18 , is probably warranted. We are
lso missing special and general relativistic effects in the disc (e.g.
. Loktev, A. Veledina & J. Poutanen 2022 ). An alternative could
e to cut the energy contribution below 0.6 keV, the point below
hich the problems arise. It is also possible that a second blackbody

ontribution – plausibly from the non-hotspot surface of the NS –
ould improve the fit with the data. Increasing complexity must be
one with caution, however, because a more expensive model or an
ncrease in the number of parameters increases the computational
ost of nested sampling. 

If this flexible background approach with boundaries cannot
e avoided, a physics-informed boundary would at least be an
mprovement. One could define an upper limit with an accretion
isc model using an estimation of the inner disc radius through
he iron line from higher energy data with high spectral resolution,
r an upper limit on the disc temperature through an upper limit
n the accretion rate. Tighter bounds on the background are very
elpful to reduce computational expense due to reduced exploration
f parameter space required. 

.4 Hotspot modelling 

lthough modelling J1808 with a single circular hotspot is well-
stablished (e.g. J. Poutanen & M. Gierliński 2003 ; T. Salmi et al.
018 ; A. Bobrikova et al. 2023 ), it led to significant phase-residuals.
he step-up to two circular hotspots significantly improved the

esiduals, for all choices of background models. While it is thus
lear that the surface pattern of J1808 is better described by two
ircular hotspots, one must be careful in the interpretation of these
esults. There is one case, the ST-Ud model and the 2019 data, where
he MAP hotspot pattern consists of a large and small hotspot that
re nearly touching. This resembles more a large single hotspot with
 complex shape than two hotspots at opposing sides of the star. In
ll remaining cases the MAP surface pattern does feature hotspots
n (near) opposing sides of the star (see also the supplementary
aterials). 
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Focusing now only on the two-hotspot models, another finding 
s that the hotspots are consistently large. For ST-Ud we find 
ombinations of large and small hotspots, where the angular radius 
f the large hotspot is up to 60◦. For ST-Um both hotspots are on
ear opposing sides of the star and more similar in size, with the
argest primary hotspot encompassing almost half of the star. For 
T-Ume the hotspots are again on opposing sides of the star and the
ngular radius of the largest hotspot has shrunk to around 50◦. While
arge hotspots are not in tension with results of (general relativistic) 

HD modelling, the circular shapes are in tension with their more 
longated and crescent-like shapes (M. M. Romanova et al. 2004 ; A.
. Kulkarni & M. M. Romanova 2013 ; P. Das et al. 2025 ). This is a
otivation to transition to more complex shapes for future analyses. 
As visible in Fig. 4 and A2 , the combination of the viewing angles

nd large circular hotspots enables a strong non-pulsed component 
rom the star. These large shapes could thus be necessitated by the
eed for a non-pulsed high energy component if the background 
odel does not provide it. Unfortunately, as also mentioned in Sec- 

ion 5.3 , the trade-off in non-pulsed radiation between background 
nd hotspot is difficult to pin down with the NICER data. Besides
mproved accretion disc background modelling, we also expect 
hat improved modelling of NS radiation, such as hotspot shapes 
nd constraints on these shapes (and possibly radiative transfer in 
he accretion column; V. Ahlberg et al. 2024 ), will provide more
ealistic fits of the NS and accretion disc system. We also expect that
olarization data could improve fits as it helps to estimate inclination, 
otspot colatitude, and hotspot size (if the hotspot spans a significant 
art of the NS surface the polarization degree and angle will be
ffected). 

Another model addition to increase accuracy (and rule out incor- 
ect parameter space) would be implementing light ray occultation 
aused by the disc. The systems that will be most constrained by disc
ccultation would be those with large inclinations. The contributions 
rom the secondary hotspots would then be most affected (assuming 
hey are on the opposing hemisphere with respect to the observer). 
owever, by constraining the pulse profile of the secondary the 
verall signal is affected, and therefore the primary hotspot will 
lso be constrained. 

.5 Further caveats and recommendations for future research 

his section lists further caveats and recommendations beyond the 
ccretion disc (background) and hotspot modelling. To start, we refer 
he reader to section 6.4 of D25 , because many of their caveats and
uggested model improvements are still valid here. 

A first recommendation is the possibility for a joint Bayesian 
nalysis of the 2019 and 2022 data sets, which has not been
ried here due to limitations in computational resources. In that 
ase, mass, radius, distance, inclination, and NH would be shared, 
hile other parameters would vary between data sets. Similarly, 

oint analysis that includes observations made by other instruments, 
specially if simultaneous, could provide complementary constraints. 
or example, AstroSat also observed the 2019 outburst (R. Sharma 
t al. 2023 ) and 2022 outburst (A. Kaushik et al. 2025 ). Higher
nergy data could provide complementary constraints on the hotspot 
eometry and atmosphere parameters. 
A notable finding in this study was that the spectrum deviates 

rom the assumed spectrum in D25 . While it is possible that the
 keV feature may be enhanced by an unexpected instrumental 
ackground or uncertainty in the energy dependent effective area, 
his is unlikely because it was also observed by AstroSat (R.
harma et al. 2023 ). Given this example of a spectral deviation,
e recommend an additional synthetic data study to quantify the 
ffect on parameter inference with NICER data due to unaccounted- 
or deviations, such as a Gaussian line feature, with all accretion disc
odelling approaches. 
This study also tested the usage of EoS-informed priors. This 

estriction in M –R prior shifted PPDs to be more in line with
odern EoS results, but did not lead to any significant change in
ayesian evidence (at least for the 2022 data), indicating neither 
odel is preferred. The required computational resources reduced 

ignificantly, by a factor of ∼2.5. Given these considerations, we 
onsider that further testing with EoS informed priors is worthwhile 
particularly if we wish to explore more complex, and therefore 
ore computationally expensive, surface patterns. 
We further note that this analysis was done on pulse profiles

onstructed by averaging over fairly long observations of 7 and 
1 d, during which there both the flux varied significantly and
 minor change in the fractional pulse amplitude of up to 4 per
ent was visible. Breaking down the pulse profiles into smaller 
ections would enable tracking of the evolution of the accretion and
otspots throughout the outburst. However, we also note that this 
ould represent an increase in necessary computationally resources, 
ecause more data sets would require more likelihood evaluations. 
Finally, we note that AMPs have a rich phenomenology, and 

here are independent estimates of model parameters (notably mass, 
adius, distance and inclination, and NH , which must be consistent 
etween observations) available that have not been incorporated in 
his study, such as the study of thermonuclear bursts (e.g. A. J.
oodwin et al. 2019 ; S. Casten et al. 2023 , who studied this for

1808 specifically) and burst oscillations (e.g. Y. Kini et al. 2024 ,
ho studied XTE J1814–338). Accretion disc parameters can also 
e constrained through independent measurements such as mapping 
f the reverberation lag of kHz quasi-periodic oscillations (see e.g. 
. M. Coughenour et al. 2020 , who studied 4U 1728–34), burst–
isc interaction (see e.g. N. Degenaar et al. 2018 , for a review), and
roadened Fe lines (e.g. A. Papitto et al. 2009 , who studied J1808).
n future studies it would be interesting to cross-check constraints 
rom PPM with constraints from other methods, or even to consider
oint fitting. 

 C O N C L U S I O N  

his study performed a Bayesian analysis of the NICER persistent 
ulse profiles during the peaks of the 2019 and 2022 outbursts of
AX J1808.4 −3658 with the aim of estimating model parameters. 
n initial fitting we tried a model with a single circular hotspot, as
ight be expected if the accretion disc obscures the view of the other

emisphere of the star. This model left significant energy and phase
esiduals, and is therefore insufficient to account for the data. A
otable residual feature that resembled a broadened reflection line at 
.8–1.1 keV was found, and while accounting for it with a Gaussian
ine improved the fit, it still left both phase and energy residuals.
sing background marginalization, where the accretion disc model 
as replaced by a flexible background spectrum, still left noticeable 
hase residuals. 
With a model containing two hotspots, we found that modelling the 

ccretion disc with a disc blackbody model did not fit the spectrum
ell, leaving the line-like residual feature at 0.8–1.1 keV. This result

ndicates that even with two hotspots, the simple accretion disc model
pplied here does not fully account for the physics, motivating our
ecommendation to use more accurate accretion disc and reflection 
ine modelling in future work. 
MNRAS 545, 1–20 (2026)
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Use of background marginalization led to significantly improved
esiduals. However, some portion of the unpulsed counts could
e produced by the NS hotspots. Because of this degeneracy the
ackground marginalization shifts depending on the pre-defined
ackground upper and lower boundaries, rendering the inferred
alues of model parameters, including mass and radius, less robust
ompared to physics informed background modelling. Polarimetric
ata, as well as higher energy data, are expected to play a comple-
entary role in similar analyses by providing independent constraints

n these model parameters, including inclination, hotspot colatitude,
otspot size as well as the inner accretion disc radius. 
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Table A1. Overview of the posterior distributions of all the model configurations with a single hotspot. For each model and corresponding parameters, we 
show the median and 68 per cent CIs of the marginalized posterior distributions. The header includes the ln Z evidence obtained for each model and the other 
elements are described in detail in Table 2 . 

Model ST-Disc ST-DiscLine ST-Marg 
Data set 2019 2022 2019 2022 2019 2022 
Live points 4000 4000 4000 4000 4000 4000 
ln Z 168817383 118452791 168824899 118458889 −90996 −87791 
χ2 36709 33901 21920 22462 19063 19010 
DOF 18227 18227 18224 18224 18229 18229 
p -value < 1e-99 < 1e-99 3.2e-74 2.4e-95 8.2e-06 2.7e-05 

Inferred parameters 

M (M �) 2 . 9985+ 0 . 0005 
−0 . 0012 2 . 993+ 0 . 001 

−0 . 001 2 . 998+ 0 . 001 
−0 . 002 2 . 999+ 0 . 001 

−0 . 002 1 . 02+ 0 . 03 
−0 . 01 1 . 06+ 0 . 09 

−0 . 04 

Req (km) 15 . 118+ 0 . 009 
−0 . 018 13 . 047+ 0 . 009 

−0 . 017 13 . 06+ 0 . 02 
−0 . 02 13 . 43+ 0 . 05 

−0 . 30 7 . 6+ 0 . 9 
−1 . 4 9 . 9+ 1 . 4 

−1 . 1 

D (kpc) 1 . 5240+ 0 . 0015 
−0 . 0004 1 . 360+ 0 . 001 

−0 . 002 1 . 2013+ 0 . 0018 
−0 . 0009 1 . 2004+ 0 . 0006 

−0 . 0003 2 . 4+ 0 . 2 
−0 . 1 2 . 5+ 0 . 2 

−0 . 2 

NH (1021 cm 

−2 ) 1 . 0434+ 0 . 0005 
−0 . 0013 0 . 943+ 0 . 001 

−0 . 001 1 . 258+ 0 . 002 
−0 . 002 1 . 086+ 0 . 002 

−0 . 002 1 . 32+ 0 . 06 
−0 . 06 0 . 94+ 0 . 07 

−0 . 07 

i (deg) 29 . 70+ 0 . 07 
−0 . 04 29 . 67+ 0 . 05 

−0 . 05 29 . 8+ 0 . 3 
−0 . 2 32 . 8+ 0 . 8 

−0 . 2 78 . 1+ 2 . 4 
−15 . 9 78 . 9+ 1 . 8 

−3 . 3 

φ (cycles) 0 . 1703+ 0 . 0004 
−0 . 0006 −0 . 0069+ 0 . 0006 

−0 . 0005 0 . 135+ 0 . 001 
−0 . 001 0 . 014+ 0 . 002 

−0 . 002 0 . 226+ 0 . 001 
−0 . 001 0 . 093+ 0 . 002 

−0 . 002 

θ (deg) 174 . 731+ 0 . 013 
−0 . 009 170 . 28+ 0 . 06 

−0 . 08 10 . 49+ 0 . 09 
−0 . 12 8 . 92+ 0 . 12 

−0 . 07 5 . 8+ 3 . 2 
−0 . 5 5 . 1+ 171 . 5 

−0 . 4 

ζ (deg) 80 . 63+ 0 . 02 
−0 . 02 76 . 37+ 0 . 12 

−0 . 09 25 . 3+ 0 . 1 
−0 . 1 30 . 4+ 0 . 6 

−0 . 2 89 . 3+ 0 . 5 
−1 . 2 89 . 2+ 0 . 6 

−1 . 3 

τ ( −) 1 . 888+ 0 . 002 
−0 . 001 2 . 042+ 0 . 002 

−0 . 003 2 . 19+ 0 . 01 
−0 . 01 2 . 373+ 0 . 003 

−0 . 004 1 . 17+ 0 . 06 
−0 . 03 1 . 38+ 0 . 05 

−0 . 15 

Tseed (keV) 0 . 5113+ 0 . 0003 
−0 . 0001 0 . 5522+ 0 . 0006 

−0 . 0005 0 . 734+ 0 . 002 
−0 . 002 0 . 699+ 0 . 014 

−0 . 003 0 . 65+ 0 . 06 
−0 . 02 0 . 62+ 0 . 02 

−0 . 02 

Te (keV) 20 . 458+ 0 . 006 
−0 . 010 20 . 64+ 0 . 03 

−0 . 03 22 . 5+ 0 . 3 
−0 . 3 20 . 48+ 0 . 06 

−0 . 03 69 . 8+ 5 . 7 
−4 . 9 46 . 4+ 5 . 9 

−3 . 9 

Rin (km) 39 . 66+ 0 . 02 
−0 . 03 39 . 66+ 0 . 02 

−0 . 02 39 . 67+ 0 . 03 
−0 . 05 39 . 70+ 0 . 01 

−0 . 03 – –

Tin (keV) 0 . 10752+ 4 e−05 
−2 e−05 0 . 11891+ 4 e−05 

−6 e−05 0 . 11002+ 0 . 00012 
−9 e−05 0 . 1235+ 0 . 0001 

−0 . 0001 – –

μ (keV) – – 0 . 870+ 0 . 001 
−0 . 001 0 . 916+ 0 . 001 

−0 . 001 – –

σ (keV) – – 0 . 196+ 0 . 001 
−0 . 001 0 . 181+ 0 . 002 

−0 . 002 – –

Nnorm 

(photons cm−2 s−1 ) – – 1 . 13+ 0 . 01 
−0 . 01 1 . 31+ 0 . 02 

−0 . 02 – –

Figure A1. Decomposition of the MAP pulse profiles as well as residuals for the ST models with 2022 data. See the caption of Fig. 3 for more details. 
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Figure A2. Decomposition of the MAP pulse profiles as well as residuals for the ST-U models with 2022 data. See the caption of Fig. 3 for more details. 

Figure A3. MAP pulse profiles as well as residuals for the ST-Ud and ST-Um configurations with 2022 data broken down into three representative NICER 

channels. See the caption of Fig. 5 for more details. 
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Figure A4. Phase-summed spectra of the data and inferred ST-U components 
for the 2022 data. See the caption of Fig. 6 for a description of each component. 
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