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Varianssi

Määritelmä

Satunnaismuuttujan X varianssi on (jatkuva jakauma)

Var(X ) = E((X − µ)2) =

∫ ∞

−∞
(x − µ)2f (x) dx

ja (diskreetti jakauma)

Var(X ) = E((X − µ)2) =
∑
x∈X

(x − µ)2f (x)

Varianssin neliöjuurta σ =
√
Var(X ) kutsutaan keskihajonnaksi.

Varianssi kuvaa jakauman leveyttä.
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Momentit

Määritelmä

Satunnaismuuttujan X n:s origomomentti on (jatkuva jakauma)

αn(X ) = E(X n) =

∫ ∞

−∞
xnf (x) dx

Määritelmä

Satunnaismuuttujan X n:s keskusmomentti on

µn(X ) = E((X − µ)n) =

∫ ∞

−∞
(x − µ)nf (x) dx

Huomautus

µ0(X ) = 1, µ1(X ) = 0 ja µ2(X ) = Var(X ).
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Momentit

Keskusmomentti vs. origomomentti

Var(X ) = µ2 = E((X − µ)2) =

∫ ∞

−∞
(x − µ)2f (x) dx

=

∫ ∞

−∞
(x2 − 2µx + µ2)f (x) dx

=

∫ ∞

−∞
x2f (x) dx − 2µ

∫ ∞

−∞
xf (x) dx + µ2

∫ ∞

−∞
f (x) dx

= α2 − 2µ · µ+ µ2 · 1 = α2 − µ2 = α2 − α2
1

= E(X 2)− E(X )2
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Varianssi

Lause

Var(aX + b) = a2 Var(X ).

Lause

Var(X ) ≥ 0 ja diskreetille satunnaismuuttujalle Var(X ) = 0 jos ja
vain jos on sellainen c, että P(X = c) = 1.

Lause

Lauseke E((X − c)2) saa pienimmän arvonsa kun c = E(X ) ja
pienin arvo on Var(X ).
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Diskreetti satunnaismuuttuja

Tasainen jakauma

X = {1, 2, . . . , n}, P(X = i) = 1
n . Tällöin

E(X ) = 1·1
n
+2·1

n
+. . .+n·1

n
=

1

n
(1+. . .+n) =

1

n
·1
2
n(n+1) =

n + 1

2

ja

Var(X ) = E(X 2)− E(X )2 =
n∑

k=1

k2
1

n
−
(n + 1

2

)2
=

n2 − 1

12
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Diskreetti satunnaismuuttuja

Toistokoe

Koe onnistuu todennäköisyydellä p ja sitä toistetaan
riippumattomasti.

Mikä on todennäköisyys, että k − 1 ensimmäistä toistoa
epäonnistuu ja k:s onnistuu? (Geometrinen jakauma)

Mikä on todennäköisyys, että onnistuneiden kokeiden määrä
on k , kun toistoja on n? (Binomijakauma)

Koetta toistetaan kunnes onnistumisia on n. Millä
todennäköisyydellä toistoja tarvitaan k ≥ n?
(Negatiivibinomijakauma)
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Diskreetti satunnaismuuttuja

Binomijakauma

Toistetaan todennäköisyydellä p onnistuva koe (riippumattomasti)
n kertaa. Satunnaismuuttujan X arvo on onnistuneiden kokeiden
määrä ja tällöin

P(X = k) =

(
n

k

)
pk(1− p)n−k

ja
E(X ) = np ja Var(X ) = np(1− p)
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Diskreetti satunnaismuuttuja

Esimerkki

Lentokoneen moottori menee epäkuntoon todennäköisyydellä
p > 0. Jos vähintään puolet moottoreista on kunnossa, kone
selviytyy.
Todennäköisyys sille, että kaksimoottorinen kone ei selviydy, on
p · p = p2.
Todennäköisyys sille, että nelimoottorinen kone ei selviydy, on(

4

3

)
p3(1− p) +

(
4

4

)
p4(1− p)0 = 4p3 − 3p4.

4p3 − 3p4 < p2 ⇔ p ∈ (0,
1

3
).
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Diskreetti satunnaismuuttuja

Poisson-jakauma

Jos X = N ∪ {0}, ja λ > 0, on X :llä Poisson-jakauma, jos

P(X = k) = e−λλ
k

k!

Huomautus
∞∑
k=0

e−λλ
k

k!
= e−λ

∞∑
k=0

λk

k!
= e−λeλ = 1
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Poisson-jakauma

Huomautus

Poisson-jakauma on hyvä approksimaatio Binomijakaumalle, mikäli
p on pieni ja n suuri. Tarkemmin: Jos merkitään p = λ/n, on(

n

k

)
pk(1− p)n−k n→∞−−−→ e−λλ

k

k!
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Poisson-jakauma

Approksimaatio binomijakaumalle

Jos merkitään p = λ
n (λ = np = E(X ))(

n

k

)
pk(1− p)n−k

=

(
n

k

)(λ
n

)k(
1− λ

n

)n−k

=
λk

k!

n(n − 1) . . . (n − k + 1)

nk

(
1− λ

n

)n(
1− λ

n

)−k

n→∞−−−→ e−λλ
k

k!
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Poisson-jakauma

Lause

Poisson-jakaumalle
E(X ) = λ

ja
Var(X ) = λ

Lause

Jos f (k , t) = P(k tapahtumaa aikavälillä [0, t]) ja

Tapahtumat ovat riippumattomat

P(yksi tapahtuma h-pituisella aikavälillä) = (v + g(h)) · h,
missä g(h)

h→0−−−→ 0.

P(k > 1 tapahtumaa h-pituisella aikavälillä)
h→0−−−→ 0.

niin f (k , t) = e−vt(vt)k

k! = e−λ λk

k! , missä λ = vt.

Mika Hirvensalo mikhirve@utu.fi Luentoruudut 5 13 of 18



Esimerkkejä

Esimerkki

Sadasta signaalista keskimäärin yksi muuttuu kanavassa. Kun
lähetetään 200 toisistaan riippumatonta signaalia, mikä on
todennäköisyys sille että ainakin kolme muuttuu?
Binomijakaumaa käyttäen:

P(X ≥ 3) = 1− P(X < 3)

= 1−
(
200

0

)
0, 010 · 0, 99200 −

(
200

1

)
0, 011 · 0, 99199

−
(
200

2

)
0, 012 · 0, 98198

= 0, 323321 . . .
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Esimerkkejä

Esimerkki

Poisson-jakaumaa käyttäen: Tässä p = 0, 01 ja n = 200, joten
λ = E(X ) = 0, 01 · 200 = 2 ja

P(X ≥ 3) = 1− P(X < 3)

= 1− e−2(
20

0!
+

21

1!
+

22

2!
)

= 1− e−2(1 + 2 + 2)

= 0, 323324 . . .
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Esimerkkejä

Esimerkki

Radioaktiivinen hajoaminen satunnaisesti noudattaa hyvin edellisen
lauseen oletuksia. Yksi gramma radioaktiivisen aineen isotooppia
lähettää keskimäärin 3, 57 · 1010 α-hiukkasta sekunnissa. Olkoon X
satunnaismuuttuja joka edustaa α-hiukkasten määrää
nanosekunnissa. Tällöin λ = E(X ) = 3, 57 · 1010 · 10−9 = 35, 7 ja

P(X = 36) = e−35,7 · 35, 7
36

36!
= 0, 0662533.

Lisäksi

P(35 ≤ X ≤ 37) = e−35,7(
35, 735

35!
+
35, 736

36!
+
35, 737

37!
) = 0, 196989 . . .
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Poisson-jakauma

Huomautus

Poisson-jakaumaa voidaan soveltaa myös tilanteeseen, jossa ajan
sijasta tarkastellaan pituutta, pinta-alaa tai tilavuutta.

Esimerkki

Terveellä ihmisellä on noin 6000 valkosolua mm3:ssa verta.
Tutkimukseen otetaan 0, 001 mm3 suuruinen verinäyte, josta
keskimäärin pitäisi siis löytyä 6 valkosolua.
Määritetään todennäköisyys sille, että terveen ihmisen näytteestä
löytyy korkeintaan 2 valkosolua. Tässä λ = 6, joten

P(X ≤ 2) = e−6
2∑

k=0

6k

k!
= 0, 0619688
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Esimerkki

Poisson- jakauma

Digital ELISA on a bead

Mika Hirvensalo mikhirve@utu.fi Luentoruudut 5 18 of 18


